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ABSTRACT

WHEELS is a conversational system which provides access to
a database of eletronic automobile classified advertisements. It
leverages off the existing spoken language technologies from our
GALAXY system, and enables users to search through a database of
5,000 automobile classifieds. The current end-to-end system can re-
spond to spoken or typed inputs, and produces a short list of entries
meeting the constraints specified by the user. The system operates
in mixed-initiative mode, asking for specific information but not re-
quiring compliance. The output information is conveyed to the user
with visual tables and synthesized speech. This system incorporates
a new type of category bigram, created with the innovative use of
the natural language component. Future plans to extend the system
include operating in a displayless mode, and porting the system to
Spanish.

1. INTRODUCTION

Over the past year we have been developing a conversational sys-
tem named WHEELS, interfacing to a database of electronic auto-
mobile classified ads. The ultimate goal of this work, done in con-
junction with BellSouth Intelliventures, is to develop a displayless,
bilingual (English and Spanish) conversational system that can be
deployed over the telephone network. We plan to utilize the con-
text of this application to experiment with new speech technologies.
The intermediate goals of this project, from a system development
perspective, are (1) to port our GALAXY framework to the WHEELS

domain, using telephone speech input, (2) to develop a displayless
version of the conversational system, including an interface with
the narrow-band recognizer for telephone-based displayless deploy-
ment, and (3) to extend the system to Spanish. We have completed
the first stage, and are beginning development of the displayless sys-
tem. At present, our end-to-end system is capable of responding to
speech or typed inputs, and produces a short list of entries meeting
user-specified constraints (e.g. in make, model, price, year, mileage,
etc.). The output information is conveyed to the user via a visual ta-
ble display and synthesized speech.

The following section describes the various components of our sys-
tem. Section 3 describes our experiments in generating a category
bigram from a context free grammar. In Section 4 we discuss the
data collection efforts done in conjunction with BellSouth Intel-

1This research was supported by a research contract from BellSouth
Intelliventures.

liventures. A results section reports on recognition performance and
parse coverage. We conclude with our future plans.

2. SYSTEM COMPONENTS

Figure 1 shows a block diagram of WHEELS. This system preserves
the GALAXY client-server architecture [3]. The GALAXY client in-
terfaces between the user and the system. It also contains TINA [6]
and GENESIS [1] libraries which are used for natural language under-
standing and language generation respectively. GENESIS is utilized
to paraphrase the input sentence, so as to reflect the interpretation of
the input by the system, serving to alert the user to any recognition
errors. The WHEELS server is responsible for discourse and dialogue
modeling as well as database retrieval. It makes use of GENESIS

for its response generation. A detailed description of the dialogue
component can be found in [4]. The system utilizes the FastFind
database, provided to us by BellSouth Intelliventures. It contains
about 5,000 entries of automobile classified advertisements that ap-
peared in the Atlanta Journal and Constitution.
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Figure 1: System Architecture of WHEELS.

2.1. Speech Recognition

The speech recognition component utilizes a stochastic segment-
based recognizer developed in our group called SUMMIT [5]. Con-
text independent phone models were initially trained on the ATIS

sentence subset of the MACROPHONE corpus obtained from the Lin-
guistic Data Consortium. They were later retrained on a large corpus



Figure 2: Parse tree for the sentence “SHOW ME BLACK
CHEVROLET CORVETTE CONVERTIBLES.”

[ clause: display
topic: [named auto

number: pl
color: black
make: chevrolet
model: corvette
car type: convertible ] ]

Figure 3: Semantic frame for the sentence “SHOW ME BLACK
CHEVROLET CORVETTE CONVERTIBLES.”

sentence ! [word*1] np auto [word*2] np auto [word*3]
np auto ! make j model j make model j auto
make model ! honda accord

! ford ranger
auto ! sports utility (van j vehicle...)

Figure 4: Representative entries from the category bigram rules file.
“j” indicates alternatives; [] indicates optional.

2.3. Dialogue Modeling

The WHEELS domain server has two main responsibilities: to man-
age the dialogue interaction, and to retrieve the appropriate items
from the database. The user can specify cars by make, model, year,
price, mileage, and other features such as color, place of origin, car-
type (e.g., sport utility vehicle), etc. The semantic frame generated
from the user’s spoken input is received by the WHEELS domain
server, and cast into the current dialogue context. This is accom-
plished via a “form-filling” mechanism, where the information from
the semantic frame is entered into the appropriate “slot” of an elec-
tronic form (or “E-form”), which is a structure for maintaining co-
herence in each dialogue [4]. All the information present in the E-
form is used to generate an SQL query to access the database.

In addition, the system prompts the user for further constraints
to narrow down the search (e.g., “A price range would be help-
ful.”), based on information absent from the E-form. It can subse-
quently accomodate both a cooperative response (which answers the
prompt directly) and a non-cooperative response (which ignores the
prompt). Such flexibility is inherent in the design of the discourse
model. Further details regarding dialogue modeling in WHEELS can
be found in a companion paper [4].

3. DERIVED CATEGORY BIGRAM

Whenever a new domain is first developed, there is always the prob-
lem of insufficient training data for the recognizer’s language model.
This problem can potentially be overcome by deriving a category bi-
gram from the grammar rules that are being developed in parallel for
the natural language component. Such a bigram has the advantage
that it can be well matched to the constraints of the natural language
component.

The basic principle, as applied here, is to use a simple context-free
grammar to make explicit any obvious patterns in the domain, and
cover the rest of the words through a flexible all-word rule. To this
end, we have developed the capability of expressing a flexible gram-
mar that intermixes a word* rule with a set of recursive context-free
rules that cover the prominent word patterns in the domain. The re-
cursive rules specify, for example, various ways of naming cars, as
in “Chevrolet Corvette convertible.”

Representative rules for this grammar are given in Figure 4. The
rules show three unique word* labels, tagged positionally relative
to an np auto category. Although all three instances have the same
all-word model,2 their probability distributions will differ signifi-
cantly, due to their differing positions in the sentence.3 These differ-
ences yield significant improvements in the perplexity of the result-

2Augmented with obvious categories such as color and digit.
3For example, we expect that the category word*2 would consists mostly

of conjunctions, e.g., “I’D LIKE HONDA CIVICS AND PRELUDES.”



ing model, over what would be realized with a single shared word*
model.

In order to produce a preliminary category bigram from such a gram-
mar, whatever small amount of training utterances available ini-
tially are parsed using this covering grammar. Rule counts are tab-
ulated from parsed sentences and converted to conditional sibling-
sibling probabilities, which can then be multiplied out to the preter-
minal level, yielding a standard category bigram. For high perplex-
ity points where sparse data are likely to be problematic, the fre-
quency counts can be augmented with estimates obtained from other
sources, such as the frequency of occurrence in the database. Such
database-driven frequency counts are spliced into the rules for make
and model, giving strong preference to the Fords and Hondas, for ex-
ample.

This strategy has been found to be useful in the WHEELS domain. It
continued to be beneficial even after we had obtained a large amount
of training data (see Section 6). We believe that the main advan-
tage of the derived bigram technique in WHEELS is its ability to gen-
eralize across all references to make-model pairs in cars, with re-
spect to the external context in the sentence, while at the same time
preserving the strong ties between particular makes and their asso-
ciated models. This leads directly to better recognition of make-
model pairs. A standard category bigram, with the obvious MAKE

and MODEL categories, would not be able to enforce the constraint
that a “Ford Taurus” is far preferred over a “Ford Civic.” An un-
desirable alternative would be to explode the vocabulary with tied
words enumerating all legitimate make-model pairs, but this would
lead to far greater inefficiencies in the recognizer.

4. DATA COLLECTION

During the fall of 1995 BellSouth has used the WHEELS system to
collect domain-specific data from two cities in Florida – Jacksonville
and Melbourne. The data collection system was set up in two shop-
ping malls, and therefore our subjects involve real users interact-
ing with our system in a realistic environment. We have obtained
over 14,000 utterances from about 600 speakers (male-to-female ra-
tio was approximately 2:1). A wizard typed user queries directly into
the WHEELS system, and speech was recorded from the telephone
handset. Subjects were requested to continue the dialogue until the
session was complete. In many cases, the subject chose to provide
us with multiple dialogue sessions. The domain-specific data have
been used for training our speech recognizer, broadening the cover-
age of the TINA grammar, refining the WHEELS domain server, and
offering guidance for the design of the dialogue component.

5. EXAMPLE DIALOGUES

Figures 5 and 6 illustrate the capabilities of WHEELS. Figure 5
shows an interaction between the system and a cooperative speaker,
who always responds directly to the system’s prompts. Figure 6 is an
exchange between the system and a non-cooperative speaker, who
often ignores the system’s prompts. A dialogue session is consid-
ered complete when the user succesfully narrows the search to five
or fewer cars.

S: Welcome to the Electronic Automobile Classifieds. What car would you
like?

U: SHOW ME LISTINGS OF HONDA CIVICS

S: There are 49 Honda Civics. A price range would be helpful.

U: HOW ABOUT LESS THAN EIGHT THOUSAND DOLLARS

S: There are 37 Honda Civics costing less than 8,000 dollars. What year
or range of years are you interested in?

U: BETWEEN NINETEEN EIGHTY SIX AND NINETEEN NINETY
TWO

S: There are 29 Honda Civics costing less than 8,000 dollars between 1986
and 1992. What mileage range are you interested in?

U: UNDER ONE HUNDRED THOUSAND

S: There are 9 Honda Civics costing less than 8,000 dollars with mileage
less than 100,000 miles between 1986 and 1992. Can you be more spe-
cific?

U: SHOW ME THE CHEAPEST ONES

S: Here are the 5 cheapest Honda Civics with mileage less than 100,000
miles between 1986 and 1992. Can I help you with something else?

U: YES PLEASE

Figure 5: Sample dialogue between a cooperative user and the
WHEELS system.

6. EXPERIMENTAL RESULTS

In this section we report on the overall natural language coverage of
the collected data, as well as the measured perplexities and recogni-
tion performances for our test data.

In terms of grammar coverage, we found that about 12% of the col-
lected sentences did not parse. Representative examples of the non-
parsable sentences are shown in Figure 7. Some of these are reason-
able sentences, and our rules can be expanded to accomodate them.
In other cases, users are clearly playing with the system, or reaching
outside of its domain of expertise.

Recognition results are summarized in Table 1. Our acoustic and
language models were trained on over 10,000 WHEELS utterances,
and recognition was measured on a disjoint test set of about 1,200
utterances. The simple bigram gave a perplexity of 9.1, which in-
creased to 9.9 with the derived category grammar. However, the
derived language model, even though it had a higher measured per-
plexity, resulted in a 2% improvement in word recognition accuracy.

Data set # utts Bigram Perplexity Accuracy

Test 1200 standard 9.1 67.4%
Test 1200 category 9.9 69.3%

IVR (make-model) 383 standard 6.1 74.8%
IVR (make-model) 383 category 5.9 76.3%

Table 1: Perplexity and recognition results for the regular and cate-
gory bigram

BellSouth has been involved in the development of an Interactive
Voice Response (IVR) application thus far restricted to requests for
make and model, intended to replace a touch-tone input. In order to



S: Welcome to the Electronic Automobile Classifieds. What car would you
like?

U: CAN YOU SHOW ME SOME CONVERTIBLES

S: There are 208 convertible cars. Can you provide a make or a make and
model?

U: RED ONES

S: There are 39 red convertible cars. Which particular model are you in-
terested in?

U: HOW ABOUT BLACK ONES

S: There are 41 black convertible cars. Can you provide a make or a make
and model?

U: ANY COLOR

S: There are 208 convertible cars. Can you provide a make or a make and
model?

U: A CORVETTE

S: There are 8 corvette convertibles. A price range would be helpful.

U: BETWEEN TWENTY AND THIRTY THOUSAND

S: There are 4 Corvette convertibles costing between 20,000 dollars and
30,000 dollars. Can I help you with something else?

U: NO THANKS

S: Have a nice day!

Figure 6: Sample dialogue between a non-cooperative user and the
WHEELS system.

LATE EIGHTIES CAMARO Z28
RANGER XLT EXTENDED CAB
A 1992 AT POSSIBLY SEVEN THOUSAND
THREE OR FOUR PENNIES
CONVERTIBLE AUTOMATIC AIR AMFM RADIO ETCETERA
1959 DELOREAN V8 ENGINE STANDARD TRANSMISSION

Figure 7: Examples of user queries that the system did not under-
stand.

assess the feasibility of such a system, we decided to measure the
recognition performance using another disjoint data set of over 380
sentences which are limited to make and/or model requests. For this
limited subdomain it is possible to measure “task completion” suc-
cess rate. Our criteria for success are tabulated in Table 2.

As shown in Table 1, perplexity measured using the IVR make-
model test set was 6.1 for the standard bigram and 5.9 for the de-
rived bigram. A comparison between the perplexity measurements
of the two test sets may suggest that the derived category bigram can
better capture the constraints between makes and models, but this
effect may be outweighed by constraints lost in the all-word model-
ing between categories. Recognition accuracies show consistent im-
provement between the two test sets as we move from the standard
bigram to the derived bigram. The 74.8% word accuracy using the
standard bigram translates to a task completion accuracy of 79.1%,
while the 76.3% word accuracy using the derived bigram translates
to a task completion accuracy of 79.4%. In the actual application, it
is intended that the IVR system will verify the top few hypotheses
through user feedback. If there is a positive verification, the task is
considered complete. Otherwise, the user is asked to spell out the

Ref Sentence Hyp Sentence Requirement for Success

make & model make & model makes & models agree
make & model model only models agree
make only make only makes agree
model only make & model models agree

model only models agree

Table 2: Task completion success criteria for IVR make-model ap-
plication

make and/or model of the car, and only the top-scoring spelling hy-
pothesis is considered. Preliminary experiments indicate that aug-
mentation with the spelling confirmation procedure would signifi-
cantly boost the task completion accuracy to over 90%.

7. FUTURE WORK

The near-term goals with regards to the WHEELS project involve
moving the development towards a displayless mode of operation,
and porting the system to Spanish. In addition to general telephony
issues that need to be addressed for a displayless application, it will
present interesting challenges in both language generation and dis-
course management. The content of the classified ads will have to
be delivered succintly to the user; there will also be additional sub-
dialogs required for clarification, requesting information to be read
or repeated, keeping track of what fraction of a search list has been
read, referring to and inquiring about specific items in the list, as well
as discourse-dependent help instructions. Porting WHEELS to the
Spanish language will uncover its similarities and differences com-
pared to English for parsing and generation purposes, and promote
portability across languages.
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