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ABSTRACT

In this papemwe preseninapproactor modelingandrecogniz-
ing out-of-vocakulary (OOV) wordsin asinglestagerecognizer
A word-basedecognizeis augmentedvith anextra OOV word
model,which enableghe OOV wordto be predictedby a word-
basedanguagemodel. The OOV modelitself is phone-based,
sothatan OOV word canbe realizedas an arbitrary sequence
of phones.A phonebigramis usedto provide phonotacticcon-
straintswithin the OOV model. A recognizemwith this config-
uration canrecognizewordsin the original vocalulary aswell
asary potentialnew words of arbitrary pronunciation. In our
preliminaryinvestigationof this framework, we have evaluated
therecognizeonaweathelinformationdomainwith onetestset
containingonly in-vocalulary (IV) data,andanothercontaining
OO0V words. OnthelV testset,therecognizehhadan OOV in-
sertionrateof only 1.3%,anddegradedthe baseline VER from
10.4%to 10.7%. On the OOV testset,the recognizemwasable
to detectnearlyhalf of the OOV words(47%detectiorrate).

1. INTRODUCTION

Out-of-wocahulary (OOV) words are a commonoccurrencen
mary speechrecognitionapplications,andare a knowvn source
of recognitionerrors[2]. For example,in our JUPITER weather
informationdomainthe OOV rateis approximatel\2%, andover
13% of the utterancesontainOOV words[12]. JUPITER ut-
terancecontainingOOV words have a word error rate (WER)
of 51%, while thosecontainingonly in-vocalulary words have
a muchlower WER of 10.4%. Although part of the increased
WER on theseOQV datais dueto out-of-domainqueriesand
spontaneouspeechartifactssuchaspartialwords, it is truethat
OOV words contrikute to the increasedWER. Since recogni-
tion errorsareatypical sourceof mis-understandingt is clearly
importantto improve the performanceof the speechrecognizer
on OOV utterances.The ability to detectthe location of OOV
wordswould help significantly In the past,we have usedboth
sentence-and word-level confidencescoringto identify prob-
lematicutterancessuchasthosecontainingOOV words[10, 5].
In this work, we consideranothertactic by incorporatingan ex-
plicit OOV word modelaspartof therecognizeitself.

In additionto usingthe OOV modelto detectthe presenceof
OOV words, it is highly desirableto accuratelyrecognizethe
sub-word units of the OOV word itself, sothatasecondaranal-

1This materialis baseduponwork supportecby the National ScienceFoun-
dationunderGrantNo. IRI-9618731.

ysis might actually hypothesizehe OOV word. In this regard
this work is a continuationof our efforts to develop a two-stage
recognizerwhich hasa domain-independerfirst-stageand is

capableof processingarbitrary word sequencesnto a set of

words or sub-word units for subsequenanalysisby a domain-
dependensecond-stageecognizer Suchan architecturevould

allow mary differentspolendialoguesystemdo sharethesame
first-stagaecognizerTheobviouschallengefor sucha configu-
rationis to incorporateas muchdomain-independertonstraint
into the first stageas possible,so asto minimize ary degrada-
tion in performancevhich will arisedueto thelack of domain-
specificconstraintsn thefirst stage.

In our preliminary investigationswe consideredhe useof ho-

mogeneousub-word lexical units (phonesandsyllables)in the
first-stagerecognizef1], andfoundthatsyllablesperformedal-

mostaswell aswordswhenprovideddomain-dependemiatafor

training. In this work we are exploring the useof a hybrid ap-
proachwhichallows bothwordandsub-word unitsto existin the
first-stage.In this approachhe recognizercombinesword and
sub-word units by building a modelof a generic word in terms
of the sub-word units. Sincethe sub-word unitsarea closedset
covering all possibleword sequenceshe addition of wordsto

thefirst-stagerecognizersenesto provide additionalconstraint
via aword-level languagemodel.

In this paperwe do not testthe domain-independeraspectof

the first stage. Insteadwe comparethe performanceof the hy-

brid recognizerconfigurationto a baselineword recognizerfor

aspecificdomainto measuréhe degradationin performancen

in-vocahulary data,andevaluateits behaior on datacontaining
OOV words. In the remainderof the paperwe first provide an

overview onrelatedwork. Wethendescribaletailsof thesystem
architecturethe genericword model,andthe hybrid system.Fi-

nally, we presentanddiscussthe resultsof a setof experiments
in the JUPITER domain.

2. THE OQV PROBLEM

Therearethreedifferentproblemswhich canbe associatedavith
OO0V words. Thefirst problemis that of detectingthe presence
of anOOV word(s).Givenanutteranceye wantto find outif it
hasary wordsthattherecognizedoesnothavein its vocahulary.
Thesecondroblemis theaccurateecognitionof theunderlying
sequencef sub-word units (e.g.,phones)correspondingo the
OOV word. The third problemis the sound-to-letteproblem,
which might involve cornverting the sub-word sequenceénto an
actualword sothatit maybeunderstoodemantically[9].



Mostof theworkin theliteratureaddressethefirst problem that
is thedetectionof OOV words. The mostcommonapproachs to
incorporatesomeform of filler or garbagenodelwhichis usedo
absorbOOV wordsandnon-speeclartifacts. This approacthas
beeneffectively usedin key-word spottingfor example,where
therecognizewocahulary primarily containskey-words,sothat
thefiller modelsareusedextensiely [11, 8]. In theseapplica-
tions, non key-words absorbecdby the filler model are of little

subsequerninterest.Our work differsfrom theseapplicationsn

that we are very interestedwith accuratelyrecovering the un-
derlyingsub-word sequencef an OOV word for the purposeof
ultimatelyrecognizingheword. Althoughin this paperwe start
with a simple phone-basedodel,anddo not evaluateits accu-
ragy, we are ultimately interestedn increasingthe compleity

of the OOV modelby incorporatingadditionalsub-word struc-
ture, sothatwe canaccuratelyrecognizeOOV wordswhile not
degradingthe performancef theword-basedecognizer

3. MODELING OOV WORDS

In this section,we give an overview of the baselineword rec-
ognizer the genericmodelusedfor OOV words,andthe hybrid
recognizethatcombinesa word systemwith the genericmodel
to allow for OOV wordsin a single-stageecognizer

3.1. The BaselineWord Recognizer

The word-basedecognizeris basedon the sSUMMIT segment-
basedspeectrecognitionsystem4]. Typical recognizeiconfig-
urationsdeplgy a bigramlanguagemodelin a forward Viterbi
searchwhile atrigram(or higherorder)languagemodelis used
in abackward A* search.The suMMIT systemusesa weighted
finite-statetransduce(FST) representatiomf the searchspace
in whichrecognitioncanbeviewedasfinding thebestpath(s)in
thecomposition

S=PoLoQ@G, Q)

where P representshe scoredphoneticgraph, L is the lexicon
mappingpronunciationgo lexical units,andG is the language
model. The basictopologyof the recognizerillustratedin Fig-
urel,impliesthattraversingthe network requiresgoingthrough
oneor morewordsin the vocalulary. This is representedvith
wordswys ...w,, for the vocakulary andthe loop backtransition
allowing for anarbitrarynumberof words.

Figure 1: Searcmetwork for theword recognizer

3.2. The Generic Word Model

Sincean OOV word canconsistof ary sequencef phoneqsub-
ject to languageconstraints) the genericword mustallow for
arbitrary phonesequencesuring recognition. One of the sim-
plestword modelsis a phonerecognizerpnewhosevocahulary

is madeof the setof phonedor thelanguage Sincethis unit in-
ventorycancover all possiblewords,it canbe usedasthe basis
for thegeneriovord. Thephoneinventoryalsohastheadwantage
of beingsmallin size.

In FSTterms,a phonerecognizercanberepresenteds:
S=PoL,oG, (2

where L, andG,, arethe phonelexicon and grammay respec-
tively. For our phonerecognizer L,, is a trivial FST and can
be discardedsincethe phoneunitsin P arealreadythe basic
units of the word lexicon. The phonegrammay G,, cancon-
sist of a phone-leel n-gramlanguagemodel. Figure 2 shaws
the network correspondingo sucha configuration. Similar to
Figurel, the searchetwork allows for ary sequencef phones
consistingof P, ... P,. Thegeneriovordmodelbasednaphone

Figure 2: A genericword modelbasecon phones.

recognizelis constrainenly by thephonegrammarhatbiases
differentpathsin the network. The phonelevel languagenodel
usedhereis trainedon phonesequenceom thetrainingcorpus
wherewordsarereplacedvith theirphoneticpronunciationOne
consequencef this approachis that certainbigrampairscould
becross-vord pairs,thatis thefirst phoneis theendof oneword
andthe secondphoneis the startof another A variationon this
approachwould beto train the n-gramon sequencesf phones
of individual words,makingthe grammamoretunedto within-
word phonesequencegtherthancross-vord sequences.

Thereare several ways to incorporateadditional constraintsor
structureinto the genericword model. Oneway is to uselarger
sub-word unitssuchassyllablesor morphg3]. Syllableswill in-
creasdhesizeof thegenerioword modelbecausé¢herearemary
moresyllablesthanphonesput, aswe obsened previously [1],
they provide moreconstraintfor decodingDOV wordsprovided
all syllablesin the languageare included. Anotherway to in-
corporatemore structureon the phonetopology of the generic
word is to imposea minimum durationrequiremenbon the size
of theword. For this paperhowever, we explore only the phone
recognizeras the genericword model for OOV detectionand
recognition. In the following subsectionwe shav how to inte-
gratethe genericword modelwith thebaselineword recognizer
to allow for OOV wordsduringthe search.

3.3. TheHybrid Configuration

To createthe hybrid recognizemwe addto the baselinevord rec-
ognizers vocahlulary an OOV word whoseunderlyingmodelis
the genericword model presentegreviously. Figure 3 shavs
how the word searchspacecanbe augmentedvith the generic
word model. We simply allow the searchto have a transitionto
enterinto the genericword modelWoovy. As we exit Woov,
we areallowedto eitherendthe utteranceor enterinto arny other
word, includingthe OOV word. Thetransitioninto the generic



Figure 3: Thehybridrecognitionconfiguration.

word model can be controlled via an OOV penalty (or cost)
Coov . This penaltyis relatedto the probability of observingan
OOV word andis usedto balancethe contritution of the OOV
phonegrammarto the overall scoreof the utterance For our ex-
perimentswve variedthevalueof Cpoy to quantifythebehaior
of the hybrid recognizer

The languagemodel of the hybrid recognizerremainsword-
basedput mustnow includean OOV entryfor unknovn words.
Sincethe OOV word s partof thevocalulary, thegrammarwill

include n-gramswith OOV wordsthatwill be usedduringthe
searchustlik e transitionsnto ary otherwordin thevocalulary.

As mentionedn Section2, augmentinghewordrecognizemwith
thegeneriovordmodelasshavnin Figure3 is somevhatsimilar
to usingfiller (or garbage)modelsfor word-spotting.However,
therearetwo key distinctionswhich differentiateour approach
from usingdfiller modelsfor word-spotting.First, theentireword
vocahulary is usedin the search,whereasthe genericword is
intendedonly to cover OOV words. In mostword spottershow-
ever, that usea filler model, the effective vocalulary is much
smaller sothatmostinputwordsarecoveredby thefiller model.
The seconddistinctionis that accuratesub-word recognitionis
importantfor our OOV modelsincewe intendto useits output
for a secondstageof processingo identify the OOV word. In
contrastword spotterdypically make no useof theoutputof the
filler models.

Thehybrid recognizeicanberepresentewith FSTsasfollows:
S =P0(LU(LpOGpOToov))*OGI 3)

where Sy is the hybrid searchspace. Tpov is the topology
of the OOV word which for the phonerecognizeris a single
stateFST with a self loop allowing for ary arbitrary sequence
of phones.G" is simply the sameasG exceptfor the extra un-
known word in thevocahulary. Thatis whenanunknovn word
is encounteredh thetrainingof G’, thewordis consideredo be
Woov andgetstreatedlike ary otherword in the vocalulary,
sothen-gramwill have bigrampairssuchas(W,,, Woov) and
Woov, Wy,,) for somewordsW,,, andW,,.

ThesearchspaceSy reliesmainly ontheunionof thetwo search
spaces. The union operation,U, provides the choiceof going

Coov OOV Detec-| |V False \Y)
tion (%) Alarm (%) | WER (%)
| oo (Baseline)] 0 | 0 | 104 |
0 46.8 1.3 10.7
-1 54.4 3.2 10.8

Table 1: Detectionandfalsealarmfor Copoy = 0, —1.

througheithertheword network from thevocahulary or through
the genericword network. The x operationis the closureoper

ationon FSTs. This operationallows for switchingbetweerthe
two networks duringthe samesearchallowing for the transition
into andout of the OOV network asmary timesasneeded.

4. EXPERIMENTS AND RESULTS
4.1. Experimental Setup

All theexperimentdor thiswork arewithin the JurPITER weather
information domain[12]. The baselinesystemuseda similar
configurationto that which has beenreportedpreviously [4].
A setof context-dependentiphoneacousticnodelswereused,
whosefeaturerepresentationvas basedon the first 14 MFCCs
averagedover 8 regionsnearhypothesizeghhoneticboundaries.
DiphonesweremodeledusingdiagonalGaussiansvith a maxi-
mum of 50 mixturesper model. The word lexicon consistef
atotal of 2,009words,mary of which have multiple pronuncia-
tions. Bigramlanguagenodelswereusedbothattheword-level,
aswell asatthe phone-leel for the OOV model.

Thetrainingsetusedfor thesesxperimentonsistof 88,755ut-
terancesisedto train boththeacousticandthelanguagemodels.
Thereweretwo testsetsusedto evaluatethe recognizers.The
first testsetconsistedf a setof 400 utterancegontainingonly
in-vocahulary (IV) words. The secondestsetconsistecof 314
utterancesvhich containedat leastone OOV word (mostof the
OOV utterancehiadonly oneOOV word).

4.2. Results

We ran a seriesof experimentson the two test setsdescribed
abore. Our maingoalwasto demonstratevhetherthis approach
candetectOOV wordswithout significantly degradingthe per
formanceof theword recognizeon IV utterancesFor this rea-
sonwe measuredvord errorrates(WERs)andOOQV falsedetec-
tion (alarm)rateson the IV data,althoughthesetwo measures
arecorrelated We alsomeasuredhe OOV detectionrateonthe
OOV testdatato seehow well we coulddetectOOV words.

Detectionof an OOV word is assumedvhenthe top hypothe-
sis of the recognitionchoosesa paththroughthe genericword
model. Absenceof an OOV word from the besthypothesisndi-

catesthatno OOV word wasdetected.Thereare otherwaysto

defineOOV detectionby looking at the frequeny of the OOV

word in the N-Bestasopposedo only the besthypothesis We
experimentednly with thefirst approach.

For the seriesof experimentswe presenthere, we varied the
OOV penaltyCoov. Table1 shawvs the resultsfor two values
of Coov (0 and-1). Theseconccolumnshovs the OOV detec-
tion rateon the OOV testset, the third columnshaws the false



alarmrateon the IV testsetandthe fourth column shaws the
IV word error rate (WER). As the table shavs, with no OOV
penaltywe detectnearly half of the OOV wordswhile have a
smallamountof falseOOV detection®nthe |V data. We were
alsopleasedo obsere avery smalldegradationin overall WER
from the baselinewvord recognizeifrom 10.4%to 10.7%.

Figures4 shavs the Recever OperatingCharacteristic§ROC)
curwve for severalvaluesof Coov (—0,-5,1,2,3,4,5+00). Fig-
ure 5 shavs the WER for the IV testsetasthe falsealarmrate
increase®nthelV data.As expectedperformancesignificantly
degradedor highfalsealarmrates.
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Figure 4: ROC curve for OOV detection.
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Figure5: IV WER versusfalsealarmrate.

5. DISCUSSIONAND FUTURE WORK

The resultswe obtainedso far are quite encouraging. With a
very simplegenericword model,we wereableto detecthalf of
the OOV wordswith a very small degradationin WER aswell
asalow falsealarm.

Augmenting the word basedlexicon with the generic word
modelshouldtheoreticallyincreasehe size of the FST models
by that of the phonerecognizer For the experimentswe pre-
sentedthe size of the modelsincreasedy roughly a factor of
threeeventhoughthe phonerecognizeiis only a fraction of the
sizeof theword recognizerWe attribute this significantincrease
in sizeto theway the phoneFSTwasaugmenteandthenopti-
mized(replicasof the phonerecognizercould have beencreated

during optimization).We continueto work on theaugmentation
procedurdo ensureonly asmallincreasen thefinal modelsize.
Thiswill beessentialvhenaugmentindargegenerioword mod-
elssuchasasyllablerecognizer

For our currentwork, we areworking on incorporatinga prob-
abilistic durationmodelfor OOV words. This durationmodel
will requirea minimum numberof phonesfor an OOV word as
well asprobabilityscoredor differentwordlengths.Anotheras-
pectof theapproactwe areworking onis the useof largerunits
(syllables)to modelthe OOV word. Syllablesshouldprovide a
morerobust sub-word unit to modelgenericwords. In addition,
we areconsideringhe useof classeof OOV words(insteadof
only one) suchasan OOV modelfor city names,anotherfor
weathertterms,andsoon.

In relatedwork [5], a word-level confidencemeasurés usedto
detectmis-recognizedvords, amongwhich (of-course)arethe
OO0V words. We plan to investigatecombining the resultsof
our hybrid recognizewith confidenceneasure$o achiese bet-
ter OOV detection.Finally, we will belooking atthelastpartof
the OOV problemthatof proposingrealwordsor semantigrop-
ertiesto recognizeddOV wordsbasedon their phonesequence.
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