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ABSTRACT

This papempresentaword level confidencescoringtechnique
basedon a combinationof multiple featuresextractedfrom the
outputof a phoneticclassifier The goal of this researchwasto
developarohustconfidencaneasuréasedstrictly on acoustidan-
formation. Thisresearchiocusedn methoddor augmentingtan-
dardlog likelihoodratio techniquesvith additionalinformationto
improve the robustnes®f the acousticconfidencescoresor word
recognitiontasks. The mostsuccessfuhpproackhutilized a Fisher
linear discriminantprojectionto reducea setof acousticfeatures,
extractedfrom phonelevel classificatiorresults to asingledimen-
sion confidencescore. The experimentsdn this paperwereimple-
mentedwithin the JUPITER weatherinformationsystem.The pa-
per presentgesultsindicatingthat the techniqueachieved signif-
icantimprovementsover standardog lik elihoodratio techniques
for confidencescoring.

1. INTRODUCTION

Becausehe speechrecognitionsystemf todayremainfar from
perfect,the processof discovering errorsin recognitionremains
animportanttask. In earlierwork we examinedthis problemat
the utterancdevel [6]. By examining variousfeaturesextracted
from theresultsof therecognitionandunderstandingomponents
of the system a decisionon whetheror not to acceptor rejectthe
systems$ hypothesizedinderstandingf an utterancewas made.
This approachwas successfuht rejectinga large numberof ut-
teranceawhich containedout-of-vocalulary words, sesere noise
or non-speechevents, poorly articulatedspeech,misrecognized
words, etc. However, the systemwaslimited in thatit could only
accepbr rejectanentireutterancebut wasunableto acceptor re-
jectindividual wordsor phrasesontainedvithin anutterance.

In this work we look to extend our confidencescoring ap-
proachto thelevel of words,thusallowing afiner grainedanalysis
of the outputfrom therecognitionprocessThe goalis to develop
word level confidencescoreswvhich cansene asrobustindicators
of the correctnes®f word hypothesesin a spolenlanguagesys-
tem, thesescorescould help determinewhat portionsof a users
query the systemhasrecognizedcorrectly and what portions of
the utterancethe systemhaddifficulty recognizing.ldeally, these
scoresvould enablethe systemto targetpotentialmisunderstand-
ingsandtake measureso correct,clarify, or confirmthembefore

Thisresearctwassupportedy DARPA undercontractDAAN02-98-
K-003, monitoredthroughU.S. Army Natick ResearchDevelopmentand
EngineeringCenter

Presentedt ICASSP-2000June5-9, 2000, Istantul, Turkey

performingary misguidedactionsbasedon anincorrectrecogni-
tion string.

This paperfocuseson word level confidencescoresderived
from purely acousticfeatures. Specifically the researctfocuses
onvariousfeatureghatcanbe extractedfrom the outputof a pho-
neticclassifieri.e., featureghatcanbe derived from acousticob-
senationsonly. Thismeanghatfeaturedbasednlanguagenodel
outputsarenot utilized, eventhoughtheir usehasprovento beef-
fective in pastwork [1,7]. However, our goal is to develop an
accurateacousticconfidencemeasurewhich could be combined
with featurefrom alanguagaunderstandingomponentt a later
stagein the processing.

2. IMPLEMENTATION

2.1. Overview

In this paperthe derivation of a word level acousticconfidence
metricis atwo stepprocessncorporatednto the SUMMI T speech
recognitionsystem[3]. Firstacousticconfidencescoresarecalcu-
latedfor theunderlyingcomponentsf eachword. In thiscasethe
recognizerscoresobsenations extractedfrom landmarks which
arepotentialphoneticboundarieproposediy a sggmentational-
gorithm. Theselandmarksare scoredusing contet-dependent
diphoneboundarymodels. This is similar to a standardHidden
Markov Model (HMM) approachwith the exceptionthatthe pro-
posedlandmarkobserationsincludedmeasurement&hich span
multiple framesanddo not occurat a fixedrate. A hypothesized
word is thus composef a sequencef hypothesizedliphones.
After thelandmarkshave beenscored,a word confidencescoreis
computedria somecombinationof theunderlyingdiphonescores.

2.2. PhoneLevel Scoring

The acousticfeaturesare primarily basedon two commonpho-
neticclassificatiorscoringapproachesnormalizedog-likelihood
(NLL) scoringandmaximuma posterioriprobability(MAP) scor

ing. Thiswork builds on previouswork which hasdealtwith these
techniqueg7]. The MAP scorefor aboundarymodel,¢;, givena
landmarkobsenration, Z, is expresseds:

" " p(&]ci)P(ci)
ma i =P i = 0
Cmap(6il#) = Pleild) = == e 1
Similarly theequivalentNLL scoreis expresseds:
ey P(f|0i)
Cn”(c%|z') = log <—p(§f) (2)
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In both of thesescoringtechniquesthe likelihoodof the hypoth-
esizedmodelis normalizedby a genericcatc-all model p(Z),
which canbeexpresseds:

p(Z) = Y p(le;)P(c;) ®)

The MAP scorealsoutilizes the prior probability of the diphone
modelto produceatrue probabilitymeasuravhich variesbetween
0 and1. The NLL scoreis expressedn the log domainandcan
beviewedasa zero-centeredcorewherepositive scoresaregood
andnegative scoresarebad.

2.3. Word Level Scoring

Word level confidencescorescanbe derived by extractingvarious
measurementsr featues from the underlyingphonelevel NLL
and MAP scores(or otherrecognitionoutputfeatures)and then
combiningthemtogetheiin somefashionto produceasingleword
level confidencescore.In this work twelve word level featuresare
derived from theresultsproducedby therecognizer A summary
of thesetwelve featuress presentedn Tablel.

Thefirst four featuresare simply averageof Cinqep andChru
over all obsenationsin a word. Both arithmeticand geometric
meansare utilized. The two meanshave distinct behaiors de-
pendingon the underlying scores. The geometricmeancan be
heaily biasedby poorly scoringobsenrations,whereaghe arith-
metic meanis lesssensitve to small outliers, and thus morein-
dicative of the averageability of a models ability to accountfor
theobsenrations.

In additionto theabore meansseveral otherfeaturesvereuti-
lized. Thestandardieviationsfor the Cyqp andChy; SCOreSgmap
andayy, areusedasindicatorsof the consisteng of the scores
acrosstheword. A high arithmeticmeanalongwith a low stan-
dard deviation indicatesconsistentlyhigh phoneticscoresacross
the whole word. A high standarddeviation meansthat the pho-
neticscoresarewidely dispersedandhencenot consistenficross
all thephones.

ThethreeminimumscoresCmin—map, Cmin—map—internal
andCh.in—nu1, representhelowestscoresobtainedacrossall ob-
senations. Generally a low minimum scoreis an indicator that
someportion of theword is not well matchedo its hypothesized
phoneticunit.

Thearithmeticmeanp# is the averageability of the catch-all
modelto accountfor the acousticobserationsin a word. This
scoreis independenbf the hypothesizedstring, but is anindica-
tor of how well matchedthe obsened acousticsareto the typical
acousticobseredin thetrainingdata.

Thelasttwo featuresare Ny pes: and Nyqrnq. While thesetwo
areonly indirectly a function of the acousticevidence,they can
be correlatedwith correctness Npses: is the numberof compet-
ing hypothese#n the n-bestlist. Thefewer hypotheseshereare,
thebetterthe modelsaredoingat discriminatingbetweercompet-
ing hypotheses.Njqr4 is the numberof landmarkswithin each
word. Generally longerwordsaremoreacousticallydistinctthan
shorterones, thus the chanceof confusionis much smallerfor
longerwords.

| Feature | Description
Chap Arithmetic meanof Cy,qp SCOres
Ca Arithmetic meanof C,,;; scores
C’,&’mp Geometriomeanof Cqp SCOres
Cg, Geometricmeanof Cy,;; scores
Omap Standardleviation of Crap
Onll Standarddeviation of C,,;;

Minimum Ch,qp Scorein word

Min. internalCy,qp Scorein word
Chrnin—nil Minimum C,,;; scorein word

p* Arith. meanof catdh-all modelscore
Npbvest Numberof utts. in n-bestlist

Niand Numberof landmarksn word

sz'n—map

Cmin—map—internal

Tablel: A completdist of word level featuresusedfor confidence
scoring.

2.4. Combining Word L evel Features
2.4.1. Overviev

While is is possiblethatsomeof the word level featurescanpro-
vide adequateconfidencescoreson their own, improvementsin
performanceover the single bestfeaturesshould be possibleby
combiningthe featuresin an appropriatefashion. Significantim-
provementsnaybepossiblaf thefeaturegprovide complementary
information. This paperexploredtwo methodsfor analyzingand
combiningthefull setof features:probabilistichypothesigesting
andFisherLinearDiscriminantAnalysis(FLDA) [2].

2.4.2. Hypothesislesting

The probabilistic hypothesistesting approachutilizes two prob-
abilistic modelswhich are appliedto the vectorsof word level
features,f. The model Mz modelsthe featuresof words that
werecorrectlyrecognizedwhile themodel M is for wordswhich
wereincorrectlyrecognized.During word level confidencescor
ing, a simplehypothesigestingratio betweerthe two modelscan
be computedto generatea word level confidencescore,Ch:, as
follows:

o — p(f]Mc)
ht — —

p(f|Mi)
This researchexploredthe useof mixture Gaussiarmodels(both
full covarianceanddiagonal)for representing/c and M.

(4)

2.4.3. FisherLinear DiscriminantAnalysis

FisherLinearDiscriminantAnalysis(FLDA) is ameanf reduc-
ing a setof measurement® a singlemeasuremenisinga linear
projection. Thelinear projectionis determinedrom training data
for a two classdiscriminationtask (correctly andincorrectly hy-
pothesizedvordsin this case).An FLDA projectionvector @, is
learnedrom the developmentdatacontainingcorrectlyandincor
rectly recognizedvord hypothesesThe projectionvectoris then
appliedto theword level featurevector f of ary newly hypothe-
sizedword to produceaword confidencescore C'i4q, asfollows:

Chaa = 7' f ®)



2.5. Catch-all Model Estimation

In a real-timerecognitionsystem,the computationof the catch-
all model p(#) becomesanissue. A large numberof context-
dependendiphonemodelsaretypically requiredfor adequat@er
formance.However, becauseruningis typically performeddur-
ing the searchto reducecomputation,only a fraction of the di-
phonemodelsmay actuallybe computedor ary givenlandmark.
In orderto maintainreal-time performanceit is not feasibleto
computethevalueof p(Z) directly becausét requiresthecompu-
tationof all diphonemodels.In orderto reducethe computational
burden,a methodfor estimatingp (%) is proposed.

Thismethods basednabinarybottom-upclusteringof all of
the Gaussiartomponentsn the catch-allmodel. At eachiteration
of the bottom-upclustering,the two mostsimilar Gaussiansre
foundusinga weightedBhattaharyyadistancemetric. Thesetwo
Gaussianarethencombinedtogetherto form a new singleGaus-
sian,which is anML estimateof the sumof the separatenodels.
The new Gaussiarthenreplacests two constituentGaussiansn
the next iteration. Eachiterationreduceshe numberof Gaussian
componentdy one. The procesds continueduntil the estimated
modelis reducedenoughfor it to be computedefficiently during
recognition.Detailsof the clusteringalgorithmanddistancemet-
ric canbefoundin [5].

3. EXPERIMENTS

3.1. System Description

To evaluatetheword confidencescoringtechniquestheutterances
usedfor the evaluationprocesswere actualspontaneousjueries
collectedover the telephoneby the JurPITER weatherinformation
systen{8]. Theword confidencescoringtechniquesareappliedto
therecognitionresultsfor therecognizeusedby the JUPITER Sys-
tem[4]. Theversionof therecognizeusedfor theseexperiments
hada vocalulary of 1893wordsandwastrainedon 20064 utter
ancesA developmentsetof 3437utterancesvasusedto trainthe
hypothesigestingmodelsandthe FLDA projectionvector A test
setof 2405utterancesvasusedto evaluatethe confidencescoring
techniquesTheword errorrateof therecognizemwas19.4%.

3.2. Evaluation Metrics

To evaluatethe performanceof confidencemetrics,hypothesized
words are comparedagainstthe true transcriptionof the utter
ancewith eachhypothesizedvord being classifiedas correct or
incorrect The confidencescoresfor eachword are then com-
paredagainsta confidencehresholdandthe hypothesizedvords
are either acceptedor rejected The thresholdcan be varied to
controlthetradeof betweerfalsealarms(incorrectwordsthatare
accepted)and detections(correctwords that are accepted). By
varying the confidencescorethreshold,a recever operatingchar
acteristic(ROC) curve canbe plotted.

Performanceanalsobemeasuredh termsof afigure of merit
(FOM), which measureshe performancef a systemator around
aparticularoperatingpoint on the curve. In our systemit is desir
ableto maintaina high detectionrate at the expenseof increased
falsealarms.To capturethis conditionourfigureof meritmeasures
theareaunderthe ROC curwe in the rangeof .8 to 1.0 for correct
acceptancesThis areais thennormalizedby the total areain this
rangeto producean FOM whoseoptimal valueis 1. A chance
FOM of 0.1is achieved by randomguessing.
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Figure 1. The ROC cunes indicating relative word level confi-
denceperformancdor the singlebestfeatureCS,; vs. the FLDA
combinedfeaturesetCyi4q.

[ Feature | Figureof Merit |
CcS, 0.4114
ca 0.3782

min—map 0.3617
CSap 0.3546
Chrin—nil 0.3018
Chap 0.2591

[ Chida [ 04502 |

| chance | 0.1 |

Table 2: The figure of merit performanceof six individual word
featuresandthe FLDA combinedfeatureconfidencescores.

3.3. Word Level Feature Performance

Of the 12 proposedvord level featureshe geometricmeanof the
Chu scores,()fj,, wasthesinglebestperformingfeature.In gen-
eralthe NLL basedscoresoutperformedhe MAP scores|eading
to the conclusionthat the priors do not improve confidencescor
ing performanceExcludingthe priors,asis thecasewith theNLL
basedscoresallows the acousticevidenceto speakfor itself. It is
alsointerestingthatthe geometricmeansconsistentlyoutperform
their arithmeticmeancounterpartsfor both the NLL and MAP
basedscoresThisresultcanbeaccountedor by thecharacteristic
behaiors of eachof the meansThegeometriomeanallows a sin-
glelow scoreto pull down the scorefor thewholeword, whereas
anarithmeticmeancanbeimmuneto asinglelow score especially
if mary valuesareaveraged.Table2 shavsthe FOM performance
for the 6 bestperformingindividual word level features.

3.4. Combining Word L evel Features Performance

In a setof preliminaryexperimentsthe FLDA approactor com-
bining featuresperformedsignificantly betterthanthe probabilis-
tic hypothesigestingapproach. Becausehypothesigesting per
formed so poorly in theseinitial experimentsit was abandoned



Reduction [| Figureof Merit |

None 0.4502
75% 0.4451
95% 0.4316
99% 0.4161
99.5% 0.4092

Table 3: Effectsof catdh-all model reductionon figure of merit
performance.

early andthe FLDA approachwas adoptedfor the remainderof
our experiments. Figure 1 illustratesthe relative performanceof
theFLDA combinatiormethodvs.thesinglebestfeatureCS;;. Ta-
ble 2 shavs the FOM performancédor the FLDA combinedscore,
Cri4a, ascomparedo thesix bestindividual word featurescores.
Thistableillustratesasignificantincreasen performancdrom us-
ing all of thefeaturesnsteadof usingjustthe bestsinglefeature.

3.5. Performance of Estimated Catch-all M odel

It washopedthatthe size of the catch-all modelcould be signif-
icantly reducedwithout harmingperformance Table 3 shavs the
FOM performancdor the FLDA derived confidencescorewhen
reducingthe catch-all modelsize usingthe estimationprocedure
discussedn Section2. The initial catch-all modelwas defined
by 11433mixture GaussiarcomponentsThe percentagesn the
left handcolumnof the table indicatethe reductionin the num-
ber of Gaussiarcomponents. A 99.5%reductioncorrespondso
a catch-allmodelwhich is definedby only 57 mixture Gaussian
componentsThusa99.5%reductionin thesizeof thecatchmodel
resultedn only a 9% relative reductionin the FOM.

3.6. Effects of Word Content Classes

When computingthe word error rate for a recognizerall words
contributeequallyto theperformanceneasureHowever, asspeech
recognitionis oftenusedin conjunctionwith someunderstanding
componenitt is clearthatsomewordsaremoreimportantthanoth-
ers.Fromthe perspectie of understandingunctionwordslike a,
an andthe have little value while contentwords, which depend
highly on the domain,arevery important. As this paperrevolved
arounda weatherinformationdomain,wordsdescribingocations
of interest,datesandweatherconditionswerethe mostimportant
typesof wordsfor understandinghe users request. For our ex-
periments the entire vocalulary of JupITER was hand-classified
into two catgories: high andlow contentwords. Wordsin the
high contentcategory arecrucialto understandingvhile wordsin
thelow contentcateyory containlittle or no informationrelevant
to thefinal understandingf theutterance.

The resultsof this analysiswere encouraging. The confi-
dencescoresextractedfor high-contentwords were significantly
more accuratethanthe confidencescoresfor low-contentwords.
This resultcan mostlikely be attributedto the obserationsthat
the high-contentwordstendto belongerin length,moreacousti-
cally distinct,andmore carefully articulatedthanthe low-content
words. Table 4 shaws the performancefor both the combined
scoreC'f14q, andthebestsingleword level feature,C’,‘f”, for high-
andlow-contentwords.

Oneshouldnotethatthe performanceof the combinedscore,
Ct14a, is significantly betterfor the high-contentwordsthenthe

Content Figure
Feature Type of Merit
Cflda High 0.5249
Ctida Low 0.4311
Ctida Al 0.4502
CcS, High 0.4297
cs, Low 0.4102
CcS, All 0.4114

| chance [ 01 ]

Table4: Figure of merit performancevaluesfor C'f;4, and C’ff”
on contentclassesigh, low, andall words.

low-contentwords. On the other hand,the differencein perfor

mancebetweeriow-contentandhigh-contenwordsusingthesin-

gle featureC'S;; is significantly smaller This indicatesthat the

addedvalue of usingthe full setof featuresis mostpronounced
whenexamining the wordswhich are mostimportantto the cor

rectunderstandingf the utterance.

4. CONCLUSIONS & FUTURE WORK

This paperhaspresenteda methodfor word level acousticcon-
fidencescoringwhich combinesmultiple featuresusinga Fisher
linear discriminantanalysistechnique. This approachperforms
significantly betterthana standarchormalizedlog-likelihood ap-
proach.This performancémprovements evenlargerwhenexam-
ining only the high-contentvordswhich aremostimportantto the
understandingf aquery Thenext stepof ourwork is to begin in-

corporatingconfidencescoresdnto the dialoguecomponenbdf our
system.t is our hopethatthesescorescanbe usefulfor providing

informedfeedbacko the useraboutpotentialmisrecognitionshat
the systemmay have incurred.
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