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Abstract

Portability is an important issue to the viability of a domain-
specific translation approach. This paper describes an English to
Chinese translation system for flight-domain queries, utilizing an
interlingua translation framework that has been successfully ap-
plied in the weather domain. Portability of various components is
tested, and new technologies to handle parse ambiguities and ill-
formed inputs are developed to enhance the translation framework.
Evaluation of translation quality is conducted manually on a set
of 432 unseen flight-domain utterances, which are translated into
Chinese using a formal method and a new robust back-off method
in tandem. We achieved 96.7% sentence accuracy with a rejection
rate of 7.6% on manual transcripts, and 89.1% accuracy with an
8.6% rejection rate on speech input. A game for language learning
using the translation capability is currently under development.
Index Terms: speech translation, domain portability, natural lan-
guage understanding, natural language generation.

1. Introduction
For the past several years, we have been developing spoken dia-
logue systems to help a student of a foreign language acquire pro-
ficiency, by allowing them to engage in spoken conversation with
the computer in the new language [1]. In order for such a system
to be effective, it must also be able to provide assistance at any
time by acting as an always-present tutor. The main task of the
software tutor is to provide translation assistance, either from the
native language into the second language to teach the student how
to formulate a query in the new language, or from the second lan-
guage into the native language to help the student understand the
system response in the new language.

Previously, we have developed a high-quality speech transla-
tion system in the context of a weather domain [2]. The system
adopted an interlingua framework, using formal rules for parsing
and generation. A target language grammar was applied to validate
the translation outputs by verifying that they could parse. If the
parse failed, then an example-based translation mechanism was in-
voked as a back-off. In this case, semantic information encoded as
[key: value] pairs was used to retrieve a suitable candidate from a
pre-compiled corpus of translation examples. While our approach
is domain-specific, we emphasize portability in both the parsing
and generation components, so that translation capabilities in other
domains can be quickly developed using the same technology.

In this paper, we present our work on developing translation
capability for queries in the flight information domain. The level
of complexity of the flight domain queries is substantially higher
than that of queries typical of the weather domain, so transla-
tion of these queries, which must be of extremely high quality
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rder not to mislead the student, is a very challenging task.
aking our natural language understanding component more

able, we have adopted a largely syntactic grammar for pars-
While adapting the grammar for a particular domain be-

es very straightforward, the syntactic approach has the disad-
tage of increased ambiguities in parse theories. The so-called
-attachment” problem [3] is much more prevalent in the flight
ain than in the weather domain, where the queries contain a
h richer set of prepositional phrase modifiers. In addition to
g a probability model in the parser, we implement an effective
-based mechanism to rearrange parse output to reduce attach-
t errors.
The formal parse-generate method is capable of producing
high-quality translation when the inputs are within the cov-

e of the rules. However, it is fragile on “novel” inputs, when
er uses expressions unforeseen by the rule developer, or when
inputs are corrupted by recognition errors. Previously, we have
eloped an example-based translation (EBT) method as a back-
for improved robustness. For the flight domain, we experi-
t with a different mechanism which also backs off to using
: value] information as an interlingua. While the two methods

somewhat equivalent in essence, we believe the new method is
er at dealing with data sparseness issue, and more elegant in its
lementation.
Our approach is similar to [4] in that translation is modelled
cascade process of parsing and generation. However, [4] uses
semantic information in the interlingua, and adopts a statisti-

approach for parsing and generation. In contrast, out interlin-
representation captures both syntactic and semantic informa-
, and the parsing and generation adopt a rule-based framework.
also share many parallelisms with [5], which also focused on
travel domain. One eminent similarity is that both have been
king towards the goal of a more general grammar framework.
In the remainder of the paper, we will first give an overview
ur translation system. We then describe how we addressed
challenges we encountered in the flight domain, namely, pars-
ambiguities and ill-formed inputs. Evaluation of English to
nese translation quality is reported in Section 5, followed by
clusions and future work.

2. Overview
re 1 shows a diagram of the translation procedure, for the
ario of English to Chinese translation. The procedure begins
parsing the input string and deriving an interlingua represen-

n of the input, which we term “semantic frame.”1 We use the

This nomenclature is somewhat misleading as the semantic frame en-
s both syntactic and semantic information.
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{c wh_question
:trace "what" :auxil "link"
:topic {q flight :quant "def" :dem "next"

:pred {p leave
:topic {q city :name "new york"}}

:pred {p destination
:topic {q city :name "ithaca"}}}}

Figure 2: Example semantic frame for the sentence “What is the
next flight leaving New York to Ithaca?” Some details irrelevant to
Chinese generation have been omitted in the Figure.

TINA [6] system, which utilizes a context-free grammar to define
allowable patterns, augmented with a probability model to select
among ambiguous parse theories. In making our natural language
understanding component more portable, we have adopted an ap-
proach that uses mainly syntactic information in the majority of
the parse tree rules. Semantics are introduced near the terminals,
mainly involving adjectives, verbs, nouns and proper noun classes.
Rules for general semantic concepts such as dates and times are or-
ganized into sub-grammars that are easily embedded into any do-
main. The flight domain and weather domain thus share a common
core grammar encoding the syntactic structure typical of database
query applications. Figure 2 shows an example semantic frame
resulting from the parsing step.

To generate well-formed Chinese strings from the semantic
frame, we use the GENESIS generation system [7], which works
from a lexicon of context-dependent word-sense surface strings for
each vocabulary item, along with a set of recursive rules to spec-
ify the ordering of constituents in the generated string. It supports
sharing of generation rules among a large number of elements that
follow a common generation pattern. Typically, there is a default
rule for each of the three major constituent types: “clause,” “topic,”
and “predicate,” that covers the most common generation pattern
for each type. Most clause templates can be shared by different do-
mains: they are mainly governed by the syntactic structure in the
semantic frame and are hence domain-independent. Templates for
certain generic predicates (e.g., “want,” “tell,” “show,” etc.) and
topics (e.g., “pronoun”) can also be reused. Domain-dependency
comes mainly from domain-dependent topics and predicates. To
the extent that they can use the generic template, the main task for
a developer is to figure out the ordering of the constituents in the
templates, i.e., the position of predicates relative to the noun (be-
fore or after the noun), and the relative ordering of predicates (e.g.
“flight leaving New York to Ithaca” vs. “flight to Ithaca leaving
New York”). Similar to the understanding component, we have
also isolated the generation rules for time expressions into a sepa-
rate file, so that they can readily be reused by different domains.

The Chinese string from the parse-generate step is further pro-
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ed through the Chinese understanding system, which also ad-
a largely syntactic grammar for improved domain portability.
fails to parse, a more robust but less precise back-off method

dopted, based on a simple [key: value] representation of the
cepts encapsulated in an electronic form (e-form). This repre-
tation is derived automatically through simple generation rules

the semantic frame. A stylized English sentence is then gen-
ed from the e-form specification, which is essentially a simpli-
paraphrase of the original input (see Section 4 and Figure 4).

s simplified English paraphrase then goes through the parse-
erate channel again to produce a Chinese translation, which
omes the translation output if it can be parsed by the Chinese
erstanding system. If the translation generated from the e-form

fails to parse in the Chinese grammar, the system apologizes
being unable to translate the user’s query. This technique as-
s that, if the user can accurately imitate the provided trans-
ns, the Chinese grammar will be able to process their query.
re is of course a risk of rejecting a perfect translation due to
s in coverage of the Chinese grammar, but over time these gaps
eventually be filled.

3. Handling Parse Ambiguities

isadvantage of a strictly syntactic approach to parsing is that
e are typically many more cases of alternative parse theories

in a less generalizable grammar with strong ties to seman-
elationships. A serious issue is the so-called “PP-attachment”

blem [3], which is widespread, for instance, in the pattern vbo
ect pp, where the prepositional-phrase (pp) can attach to
verb phrase (vbo) or to the noun phrase representing its di-
object. Consider the sentence, “Show me flights leaving in

morning at 10 a.m..” The phrase “at 10 a.m.” is three-ways
iguous, being interpretable as “leave at 10 a.m.”, “flight at 10
.” or even “show me at 10 a.m.” Incorrect attachment can be
etectable if the paraphrase is into a language with the same
rall word-sequence structure as English. But for paraphrases

English into Chinese, an erroneous attachment will often lead
n erroneous paraphrase.

The probability model utilized by our parsing engine [6]
learn to disambiguate with high accuracy based on the pre-

ed probability solution, because it captures dependencies be-
d context-free rules by conditioning on the external left-context
e category when predicting the first child of each parent node.
ever, this assumes that it has been provided with a large cor-
of correctly parsed training utterances. We do not have a cor-
of bracketed flight domain data, and acquiring such a corpus
ld be very labor intensive. Instead, we found that an effec-
Language
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Figure 1: Diagram of translation procedure involving a formal parse-generate method and a robust back-off method using [key: value]
information.



{c rule
:in ( {p see} {p show} ... )
:contains ( {p temporal} ... )
:to {q flight} }

Figure 3: Example rewrite rule specifying a reattachment of a tem-
poral modifier, to be repositioned from modifying the main verb to
instead attach to any noun phrase containing “flight” as its main
noun.

tive and simple solution is to carefully arrange the training data
such that it first parses all the sentences that contain a single noun
phrase (there are many, due to the fact that this is spontaneous con-
versational speech). A further benefit can be gained by arranging
both the noun phrases and the more complex sentences in order
of increasing string length, in an attempt to train it first on sim-
ple patterns that don’t contain ambiguities. Since the system up-
dates its probability model incrementally, it learns which preposi-
tional phrases are observed frequently in the noun phrases before
encountering the more complex sentence structures.

While this strategy greatly reduces the ambiguity problem, it
does not totally eliminate it, and so we sought a further solution
to repair the remaining errors. The semantic frame, derived auto-
matically from the parse tree, encodes the PP-attachment decision
in its hierarchy. One possible solution is to develop a separate
statistical model capturing semantic relationships in the semantic
frame. An N-best list of parse candidates can then be rescored
via this semantics-driven probability model for possible rerank-
ing. We explored this idea using a number of different schemes
for training the semantics, but we were ultimately unsatisfied with
the outcome.

In fact, given that the attachment of the prepositional phrases
in the flight domain are highly unambiguous from a pragmatic
point of view, it turned out that a more effective solution was to
simply empower developers to write rules to capture such domain
knowledge. It is after all improbable that, in “I am looking for a
flight on United with a stop in Denver,” on United would attach
to “look,” or with a stop in Denver would attach to either “look”
or “United.” We use reconstruction rules which specify seman-
tic frame patterns that would trigger a surgical step to rearrange
problematic constituents in specific ways. An example of such
a “rearrangement rule” is given in Figure 3. It required very lit-
tle developer effort to specify the set of rewrite patterns that were
needed to repair the remaining errors observed in parsing our flight
domain corpus. These rules are of course domain-dependent, and
would have to be respecified by developers for each new domain.
However, they seem to offer a viable solution to the PP-attachment
problem for restricted domains.

4. Translating Robust Parse Sentences
We applied our parse-generate technique to a set of some 25,000
flight domain English queries obtained from prior data collection
efforts via the telephone-based MERCURY system [8]. We found
that most of the challenging problems due to differences in the
two languages could be handled through the use of existing mech-
anisms in our GENESIS language generation system [7]. A nov-
elty of the approach we are using in the flight domain as com-
pared with our previous research in the weather domain is a differ-
ent strategy for handling the back-off generation from the e-form.
In the weather domain, we adopted an example-based translation
approach [9], which involved finding a matching template from
a translation corpus given an e-form specification. To cope with
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iginal Sentence ⇒ Paraphrase

uld you tell me which ones
uld be evening flights that
uld leave around 7pm.

⇒ Which ones are flights in the
evening leaving around 7pm.

hat airline is the flight orig-
ating in Atlanta on Novem-
r 7th at noon and arriving
San Francisco at 2:10pm.

⇒ What is the airline for the
flight from Atlanta to San
Francisco departing at noon
on November 7th arriving at
2:10pm.

ll me about flights leav-
g from Atlanta and go-
g to Charlotte North Car-
ina next Monday I need to
ow about flights that arrive
arlotte between 4:15 and

30pm.

⇒ I would like flights from At-
lanta to Charlotte North Car-
olina departing next Monday
arriving between 4:15 and
5:30pm.

re 4: Examples of robust parse sentences and their stylized
aphrases.

se data problem, values of certain attributes (such as dates and
names) were masked by the corresponding class name during

ieval, and reinserted in the matching template’s surface string.
e the flight domain is far more complex than the weather do-

n in terms of both the number of possible attributes and the
plexity of the clause structure, there turns out to be a much
ter sparse data problem as well as a more challenging task of
able substitution. We therefore decided, instead, to utilize our
eration system to supply direct generation rules from the e-

into a simplified English paraphrase. We then apply the stan-
formal method to the simplified string. Examples of English

ries alongside their simplified English paraphrases are shown
igure 4. As illustrated by the examples, the stylized paraphrase
a fairly simple sentential structure, with most of the attributes
g attached to the main noun phrase in a specified order. This
res that the resulting paraphrase has a straightforward transla-
and will be more likely to succeed through the normal trans-
n channel.
The back-off translation mechanism is incorporated into the
translation system as depicted by the diagram in Figure 1.

5. Evaluation
MERCURY corpus has over 25,000 transcribed utterances

he flight domain, which also includes a test set that have
n held out from acoustic/language model training to facilitate
ch recognition evaluations. Although our rule-based transla-
framework does not rely heavily on data for statistical training
h the exception of the parsing grammar as discussed previ-
ly), the data are very useful at helping us quickly identify gaps
e translation rules: we feed the training data through the trans-
n system, and focus on sentences which failed to produce a
slation output after the parsibility check in the target language.
process is iterated until a reasonable percentage of sentences
be successfully translated.
To evaluate the speech translation system, we selected a subset

est utterances from the held-out data which have not been used
eveloping the translation rules. We excluded from the origi-
pool any meta-queries, such as “repeat,” “start over,” or “good
,” which are commands directed to the system. We also pre-
ed any utterances that were only one word long (e.g., “yes,”

”), since the translation of these sentences is uninteresting.
lly, we excluded utterances whose transcript failed to parse
6% of the original pool of data), since our methods provide no



No. Utts Percentage

1) Total Utts 432
2) Recognizer output parsed 426 98.6% of 1)
3) Direct translation generated 426 100% of 2)
4) Direct translation accepted 384 90.1% of 3)
5) KV translation generated 33 78.6% of 2)-4)
6) KV translation accepted 11 33.4% of 5)

Table 1: Breakdown of percentage of 432 test utterances processed
to different stages in the translation procedure shown in Figure 1.
(Note: KV = [key: value])

Mode P+A I F Yield Accuracy

text 356+30 13 33 92.4% 96.7%
speech (1-best) 314+31 43 44 89.8% 88.9%
speech (10-best) 317+35 43 37 91.4% 89.1%

Table 2: Manual ratings of translation quality on a set of 432
unseen test utterances with text and speech inputs. (Note: P =
Perfect, A = Acceptable, I = Incorrect, F = Failed, Y ield =

P+A+I

P+A+I+F
, Accuracy =

P+A

P+A+I
)

means for translating them. Our test set consists of 432 utterances,
with an average size of 5.6 words per utterance. Speech recog-
nition makes use of the SUMMIT landmark-based recognizer [10],
which achieved a 10.6% word error rate on these data.

Three system configurations were evaluated: 1) with the man-
ual orthographic transcription as input, 2) with the recognizer out-
putting only the top hypothesis, and 3) with the recognizer pro-
ducing an N-best list, from which the parser selects the highest
scoring candidate, considering both acoustic and linguistic scores.
The translation quality was rated by a bilingual speaker of Chi-
nese and English, following the same procedures outlined in [9].
Three categories were used in the manual rating: Perfect (P),
Acceptable (A), and Incorrect (I). A fourth category
Failed (F) is used to represent NULL translation outputs.

Table 1 shows the percentages of the utterances that made it
to various stages of the translation procedure depicted in Figure 1,
for speech input with the recognizer producing 10-best hypotheses.
Nearly all of the utterances (98.6%) were able to obtain at least one
parsed hypothesis from the 10-best list and produce a direct trans-
lation string. Less than 10% of the generated translations failed
to parse in the Chinese grammar, over a quarter of which (78.6%
x 33.4%) were recovered through the robust back-off mechanism
by using [key: value] information. We observed that some of the
failures were due to gaps in the Chinese grammar. Overall, 91.4%
of the original utterances produced a parsable Chinese translation.

Table 2 summarizes the rating results of translations produced
with the three input modes described previously. Our translation
system achieved good translation performance in text mode: it pro-
duced parsable Chinese translations for over 92.4% of test utter-
ances, 96.7% of which were either perfect or acceptable. This ver-
ifies that the formal method is capable of very high-quality trans-
lation when the inputs are within the coverage of the rules. The
yield in speech mode did not change by much, although accuracy
dropped by about 8% relative to that of the text mode. The in-
creased error rate is largely due to speech recognition errors af-
fecting content words, e.g., misrecognized dates, times, or cities.
Since our system provides a paraphrase of the recognized string
to the user, hopefully this type of error would not mislead the lan-
guage learner. The 10-best mode produced more translations than
the 1-best mode with roughly the same level of accuracy.
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6. Conclusions and Future Work
developed an English-to-Chinese speech translation system for
t domain queries. Evaluated on an unseen test set of 432 utter-

es, the system produced perfect or acceptable translations for
r 80% of the total data, while rejecting about 8.6% inputs. Our
roach to portability is also proven to be effective.
The translation capability is used as the core component of a
slation game system currently under development for language
ning. The game can be played via the Web, currently config-

to assist a native English speaker practicing Chinese. The
ent would be given a randomly generated English utterance,
would be tasked with providing an equivalent Chinese utter-

e, either by speaking or by typing in pinyin. The system would
pare the utterance’s meaning with one obtained from its own
rnal translation, and if the utterance is judged correct, would
gratulate the student and provide a new utterance to translate.
he game progresses, the system would keep track of how many
s it took the student to successfully translate each utterance,
would gradually increase or decrease the difficulty level de-

ding on the student’s performance. Explicit user enrollment
ld allow the system to personalize the difficulty level to match
student’s capabilities.
While we have developed high-quality translation capabilities

wo domains (weather and flight information), it remains to be
if our approach is scalable to larger domains. We are currently

stigating the scalability issue within the context of translating
eral travel-related phrases.
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