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Abstract 
In this paper, we present an interactive interpretation game for 
learning Chinese. We extend our previous work on a flight 
domain translation game by introducing a new topic that is more 
appropriate for language learners. We discuss new features that 
have been added to the existing translation game system. We 
also report results from a pilot study to evaluate if the game 
helps learners improve their ability to speak the target language. 

 
Index Terms: dialogue system, second language acquisition, 
computer-assisted language learning, translation 

1. Introduction 
It is widely agreed that the best way to learn to speak a language 
is to engage in natural conversation with native speakers [1]. 
However, this is very costly. Although various off-the-shelf 
applications/tools assist language learners, very few of them 
provide the learners with interactive speaking exercises. 

In a traditional self-taught setting, learners may listen to the 
audio, watch the video, or simply read the text material. To 
practice speaking, they typically compare their own speech with 
the native speech they hear. In a classroom setting, the 
instructor will give feedback and correct the students' mistakes; 
however, given the number of students in a typical class, it is 
impossible for any instructor to pay full attention to every 
student. 

Table 1 compares a computer tutor with a human tutor. 
Most notably, a computer system is affordable, available and 
accessible any time, infinitely patient, and it pays full attention 
to each user and provides immediate feedback. 

Our language learning game system focuses on the scenario 
of a native speaker of English learning Mandarin Chinese, 
extending previous work – a web-based spoken translation 
game serving as a preparation for dialogue interactions of 
booking flights [2]. The new content of activity scheduling was 
designed based on a lesson in a beginning-level Chinese 
textbook [3] used in high schools. A high quality domain-
specific speech synthesizer was employed for system output. A 
pre- and post-test approach was incorporated to evaluate the 
helpfulness of the game system. 

2. The system 
The domain of the system is related to activity scheduling. We 
envision that after users master the vocabulary and sentence 
structures by playing the game, they will be able to schedule an 
activity with a human interlocutor, or with a computer system 
designed to simulate a human conversational partner [4]. 

Example sentences involved in a relevant dialogue may include: 
“I am playing basketball Tuesday evening; would you like to 
join me?”, “Playing basketball is not bad, but I prefer dancing.”, 
and so on. 

2.1. Overview of the game 

The game design was motivated by the learning approach 
advocated by Pimsleur [5]. By practicing translation repeatedly, 
language learners are able to internalize the structures of the 
target language, and thus the vocabulary, grammar rules, and 
pronunciation are practiced concurrently. In our game there are 
five difficulty levels. The user begins at Level 1 by translating 
isolated vocabulary items, advancing to phrases and short 
sentences at higher levels. The most difficult level, Level 5, 
involves relatively long and complicated sentences. 

Table 1. Comparison between a human tutor and a computer-
based tutoring system on a number of dimensions. 

 Computer Human Tutor 
Availability 24/7 Limited 
Attention to 

learner 100% Quite low, except 
for 1-on-1 tutoring

Cost A computer with a browser 
and an Internet connection  

1-on-1: very high 
 

Stress level 
Difficulties with adjusting 
the microphone gain; 
recognition errors  

Embarrassment 
from speaking in 
front of the class 

Pronunciation 
/ Intonation 

Concatenative speech 
synthesis, can be quite natural Good, natural 

  
 When the users complete a session, a score is calculated 

based on the average number of turns they took to successfully 
translate each utterance, and how frequently they asked for help. 
The difficulty level is automatically adjusted up or down 
depending on the monitored score. 

Figure 1 shows a screenshot of the game interface. The 
system presents a list of randomly generated utterances in 
English, and the user is tasked with translating them into 
Chinese. The user can speak a translation of one of the 
sentences (in any order), while holding down the "Hold to Talk" 
button. If they need help, they may click the "Listen" button to 
hear a system-provided translation of any utterance. 
Alternatively, they may type English in the text area, and the 
system will attempt to automatically translate the typed 
utterance and speak the translation. 



 
Figure 1 The interpretation game interface. A list of (10) translation tasks is presented to the user. Each "Listen" button on the left 
produces a suggested Chinese translation of the task on the right. The feedback from the system and the paraphrased translation 

utterances are displayed on the top. The user may directly speak to the system by holding down the green "Hold to Talk" button. Once 
an utterance is translated correctly, the text turns red. The user may also type English in the text area beneath the talk button to get help. 

If the user is not confident enough on translating the current tasks, clicking the "Give Up" button resets the game with a new set of 
utterances. 

 

2.2. Technical components 

Each user utterance is processed through several steps in order  
to determine whether it is a translation of one of the utterances in 
the list. The system also paraphrases each sentence into both 
Chinese and English and speaks both paraphrases via a speech 
synthesizer to provide feedback to the user. 

Each user utterance is first processed through a segment-
based speech recognition system [7], where the acoustic models 
were trained on Mandarin Chinese speech data from native 
speakers [8][9]. In the acoustic models, the tone features were 
ignored, but some tone constraints were captured implicitly in 
the language model. The language model was trained on Chinese 
translations of the English sentences used in the game, 
augmented with additional sentence patterns derived from a pilot 
data collection effort. The recognizer produces an N-best list of 
hypotheses for further processing. 

To perform the translation evaluation, the N-best list is 
converted into N-best key-value representations of the meaning 
via a parsing [10] and generation [11] paradigm. These are then 
compared against the set of key-value representations previously 
computed for each of the utterances in the task list. If any item in 
the N-best list matches any candidate task item, the system 
chooses that candidate and considers it a successful match. It 
congratulates the user and changes the color of the matching 
utterance. Because the match is performed at the key-value level, 
multiple variants of the Chinese translation are accepted. If none 
matches, it chooses the top hypothesis that parses. The 

generation system is also used to generate Chinese and English 
paraphrases of the selected hypothesis. 

It is important to produce high quality speech synthesis for 
language learners. Anecdotally, users of the flight domain game 
system [2] did not like the quality of speech produced by the 
general-purpose synthesizer. To improve the synthesis quality, in 
our current system we utilize the ENVOICE synthesizer [12], a 
concatenative text-to-speech engine with a scalable finite-state 
transducer implementation for unit selection. The costs of 
concatenation and substitution are calculated based on local 
phonetic context. Phones that exhibit similar concatenation 
behavior are grouped into classes and share the same 
concatenation and substitution costs. When combined with a 
domain-specific corpus, as is the case in our system, the 
synthesizer produces very natural-sounding speech. 

3. Experimental design 
It is difficult to quantify how much users would learn from 
interacting with the system. Therefore, a pilot study was 
conducted with a balanced pre-test/post-test design, to quantify 
user behavior and understand the utility of the game. 

3.1. Subjects 

The pilot study was conducted with 7 volunteer subjects, all of 
whom are students from a local university. Four subjects have 
taken formal Chinese lessons at school for 1 to 3 years; one 
subject was self-taught for 9 months and studied formally with a 



tutor while staying in China; two subjects have family members 
speaking Chinese, as well as one year of college-level Chinese 
lesson. Table 2 shows the self-assessed Chinese proficiency of 
the subject pool. All subjects were asked to fill out a survey [13] 
after they completed the experiment. 

3.2. Experimental procedures 

Before each subject started playing the game, a pre-test was 
presented (disguised as a warm-up exercise), displaying five 
translation tasks manually selected from the most difficult level. 
The interface was exactly the same as in the actual game. The 
subject could make use of all the help features in the system (i.e. 
the “Listen” button and the type-to-translate text area), as well as 
pencil and paper, to complete these tasks. Then the actual game 
started at Level 1 with 5 English sentences to translate for each 
session. The game proceeded as described in the previous section.  

After Level 5 was completed, the subject was asked to fill 
out a survey about the game, as well as to provide suggestions 
for improvement. After the survey, there was a post-test 
(disguised as another session that helped the experimenter collect 
more data) with the same interface design. The post-test 
consisted of a different set of five translation tasks manually 
selected from the most difficult level, and the subject could still 
use all forms of help if necessary.  

 
Table 2 Self-rated Chinese proficiency of the subject pool, in 

terms of reading, writing, speaking, and listening. The 
proficiency levels range from none, poor, fair, fluent, to native. 
Subject 3 and subject 7 have family members speaking Chinese. 

 
 Reading Writing Speaking Listening

subj1 poor fair fair fair 
subj2 fair poor fair fair 
subj3 poor poor fair native 
subj4 poor poor poor fair 
subj5 poor poor poor fair 
subj6 poor Poor poor poor 
subj7 none Poor poor fluent 

  

4. Results and discussions 
The language model was initially trained on sentences 
automatically generated from a template, and thus the coverage 
on the vocabulary entries and sentence structures was inadequate. 
After the first few pilot study sessions, the templates were 
augmented with patterns derived from user input to improve 
system coverage. 

It was our intention to motivate users by showing a score 
after the completion of each session. It was observed that users 
would accidentally click the "Hold to Talk" button, which would 
be counted as an unsuccessful turn. Some subjects figured out 
that clicking the “Listen” button would deduct points from the 
score, but that they could instead type the sentence into the text 
area and avoid deductions. These user behaviors provided 
guidelines for future system improvement.  

From the pilot study, we would like to see how each subject 
interacted with the system, how much the subjects liked the 
game, and whether the system helped subjects learn spoken 
Chinese. 

4.1. Observation from the experiment 

Figure 2 shows the amount of interaction each subject had with 
the system when completing all 5 levels of the game. The 
interaction was measured by the number of spoken turns. Given 
that the experiment, excluding pre-test and post-test, lasted for 
45-60 minutes, the interaction between the subjects and the 
system was extensive. 
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Figure 2 The amount of interaction (i.e. number of spoken turns) 

with the system over a 45- to 60-minute game session. 
 
Figure 3 shows the average time-on-task for each subject 

during pre-test and post-test. During pre-test, subjects spent 2 to 
6 minutes to correctly translate each utterance, while during 
post-test, it only took them 1/3 to 1/4 of the time to complete a 
task of the same difficulty. 
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Figure 3 Comparison of pre-test and post-test time-on-task. 
 
One may argue that the decrease in time was due to the 

familiarity with the game interface. However, it was observed 
that during pre-test, subjects spent a lot of time constructing 
translated utterances with various levels of assistance, while 
during post-test, all subjects started speaking to the system 
immediately after reading the English sentences to be translated, 
nearly without any form of help. Figure 4 shows the number of 
times the subjects asked for help during the two tests. Also, we 
observed that there was no "parroting" (i.e. speaking right after 
clicking the "Listen" button) during the post-test. 

4.2. Survey responses 

Subjects were asked how they thought of the difficulty of the 
game. On a Likert scale of 1 to 5 (1: very easy; 5: very difficult), 
the average perceived difficulty was 3.29 (std. dev.= 0.76). A 
subject responded with "it was just above my level and it was 
good to stretch my skills". As for how fun it was to play the 
game (1: not at all; 5: absolutely enjoyable), the average rating 
was 3.43 (std. dev.= 0.98). As one subject pointed out, "I really 



enjoyed getting phrases right. I like how it built my confidence 
translating sentences". 
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Figure 4 The frequency of each subject clicking the “Listen” 
button or typing English text during pre-test and post-test. 
 
Six out of seven subjects found the game helpful and would 

like to play it again in the future, because "(the game) forced me 
to use correct pronunciation; my Chinese teacher usually allows 
small mispronunciations to slip by", "hearing the thing I said 
spoken back properly makes me improve my pronunciation", and 
"I usually get more practice translating English to written 
Mandarin instead of spoken Mandarin". Though one subject felt 
that the content was repetitive, others thought that "vocabulary is 
good to remember; repeating similar sentences reinforces 
common grammatical patterns". 

Six out of seven subjects would recommend the game system 
to friends, because "books don't suffice!", "it's a good way to get 
speaking practice; otherwise you need a fluent friend who is 
patient", and "it was fun and interactive, and better than anything 
else". Meanwhile, the subjects also pointed out it would be better 
if one did not have to correctly translate every part of an 
utterance all at once. In fact, we are planning to adopt the 
"partial match" scheme from [6], so that future users will be able 
to complete a complex translation task cumulatively. All subjects 
were satisfied with the synthesized speech, but some did notice 
the recognition issue. We have so far collected 854 non-native 
utterances from the pilot study; by collecting more non-native 
speech data in the future, we will be able to improve the acoustic 
model with the approach used in [14] and [15]. 

5. Conclusion and future work 
We have introduced an interactive interpretation game based on 
a topic domain more suitable for beginning students and with a 
higher quality speech synthesizer than our previous flight 
domain translation game. The pilot study showed that the system 
provided users with opportunities to practice spoken Chinese and 
with appropriate feedback. It also built up users' confidence in 
speaking Chinese. We plan to follow up with a later post-test to 
assess long-term retention. 

Observing user behavior has helped us identify future 
directions. In addition to expanding the language model and 
acoustic model with more non-native speech data, we will also 
redesign the scoring algorithm to prevent users from gaming the 
system. 

We are currently developing a dialogue interaction game [4], 
in which the user negotiates with a "virtual buddy" to find a time 
to meet in the near future to jointly participate in a task that both 
parties find enjoyable. We hope to conduct experiments shortly 
with the same subjects, to allow them to practice communication 
with this system. 
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