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Abstract

Syntactic reordering approaches are an ef-
fective method for handling word-order dif-
ferences between source and target lan-
guages in statistical machine translation
(SMT) systems. This paper introduces a re-
ordering approach for translation from Chi-
nese to English. We describe a set of syntac-
tic reordering rules that exploit systematic
differences between Chinese and English
word order. The resulting system is used
as a preprocessor for both training and test
sentences, transforming Chinese sentences
to be much closer to English in terms of their
word order. We evaluated the reordering
approach within the MOSES phrase-based
SMT system (Koehn et al.,, 2007). The
reordering approach improved the BLEU
score for the MOSES system from 28.52 to
30.86 on the NIST 2006 evaluation data. We
also conducted a series of experiments to an-
alyze the accuracy and impact of different
types of reordering rules.

1 Introduction

is then applied to the resulting parse tree, with the
goal of transforming the source language sentence
into a word order that is closer to that of the target
language. The reordering process is used to prepro-
cess both the training and test data used within an
existing SMT system. Reordering approaches have
given significant improvements in performance for
translation from French to English (Xia and Mc-
Cord, 2004) and from German to English (Collins
et al., 2005).

This paper describes a syntactic reordering ap-
proach for translation from Chinese to English. Fig-
ure 1 gives an example illustrating some of the dif-
ferences in word order between the two languages.
The example shows a Chinese sentence whose literal
translation in English is:

this is French delegation at Winter
Olympics on achieve DEC best accom-
plishment

and where a natural translation would be

this is the best accomplishment that the
French delegation achieved at the Winter
Olympics

As exemplified by this sentence, Chinese differs
from English in several important respects: for ex-

Syntactic reordering approaches are an effectivemple, relative clauses appémaforethe noun being
method for handling systematic differences in wordnodified; prepositional phrases often appeefore
order between source and target languages withihe head they modify; and so on. It can be seen that
the context of statistical machine translation (SMT¥ome significant reordering of the input is required
systems (Xia and McCord, 2004; Collins et al.to produce a good English translation. For this ex-
2005). In reordering approaches, sentences in tlanple, application of reordering rules leads to a new
source language are first parsed, for example usingzhinese string whose word-by-word English para-
Treebank-trained parser. A series of transformatiornshrase is:



Before syntactic reordering

P NP PN 3%(this)
VP VC(is)
NP CP I P NP NR (El( French)
NN {X3&[HZl( del egati on)

After syntactic reordering

IP NP PN 3X(this)
VP VC(i s)
NP ADJP JJ £1F(best)
NPB NN m%x(acconpl i shnent)

CP DEC #( DEC)
I P NP NR £E(French)
NN {X3&[HZl( del egati on)

VP PP P #E(at)
LCP NP NN &=

- (&Vj‘gger) VP VP-A W ER{8(achi eve)
(Ol ympi cs) PP P 7£(at)
LC (on) e
VP- A W ElfF(achi eve) W
DEC E’\]é DEC) NR (ﬁ‘évivi%er)
ADIP JJ &IF(best) (d ynpi cs)

NPB NN f%x(acconpl i shnent)

Figure 1: Original (left) and reordered (right) parse trémsthe Chinese sentencéX'Z ;% E X & Hl £
ZZHiz& B MR IF SR, which translates into This is the best accomplishment that the French
delegation achieved at the Winter Olympgigs English.

this is best accomplishment DEC French
delegation achieve at on Winter Olympics

parsers is that these parsers are typically of relatively
low accuracy, particularly given that Chinese re-
quires a word-segmentation step that is not required
This reordering is relatively easy to express usingh languages such as English. Our results show that
syntactic transformations—for example, it is simpleChinese parses are useful in SMT in spite of this
to move the entire relative clausérénch delega- problem. We report results showing the precision
tion at Winter Olympics on achieve DE@ a posi- of the reordering rules—essentially testing how of-
tion that is after the noun phrase it modifies, namelien the Chinese sentences are correctly reordered—
“best accomplishmeht Phrase-based systems are¢o give more insight into this issue. We also report
quite limited in their ability to perform transforma- experiments which assess the impact of each type of
tions of this type. More recently developed hierreordering rule on translation accuracy.
archical systems (e.g., (Yamada and Knight, 2001;
Chiang, 2005; Marcu et al., 2006)) may be bettep Reated Work
equipped to deal with reordering of this type; how-
ever, in this example they would effectively have tQA number of researchers (Brown et al., 1992; Berger
first identify the span of the relative clause, and thest al., 1996; Niessen and Ney, 2004; Xia and Mc-
move it into the correct position, without any explicitCord, 2004; Collins et al., 2005) have described ap-
representation of the source language syntax. proaches that preprocess the source language input
In this paper, we describe a set of syntactic rein SMT systems. We are not, however, aware of
ordering rules that exploit systematic differences bawork on this topic for translation from Chinese to
tween Chinese and English word order. The resulEnglish. Brown et al. (1992) describe an analysis
ing system is used as a preprocessor for both trainimpmponent for French which moves phrases around
and test sentences, transforming Chinese senten¢esaddition to other transformations) so the source
to be much closer to English. We report results foand target sentences are closer to each other in word
the method on the NIST 2006 evaluation data, usrder. Berger et al. (1996) describe an approach for
ing the MOSES phrase-based SMT system (Koehfrench that reorders phrases of the fad@UN; de
et al., 2007). The reordering rules give an improveNOUN,. Xia and McCord (2004) describe an ap-
ment in accuracy from 28.52 to 30.86 BLEU scoreproach for French, where reordering rules that oper-
A concern for methods that make use of Chinesate on context-free rule productions are acquired au-



tomatically. Niessen and Ney (2004) describe an ap-ADJP  adjective phrase
proach for translation from German to English that ADVP  adverbial phrase headed Bip (adverb)
combines verbs with associated particles, and alsdCLP  classifier phrase

reorders questions. Collins et al. (2005) also de-CP clause headed b (complementizer)
scribe an approach for German, concentrating on re-DNP  phrase formed byXP+DEG’
ordering German clauses, which have quite differentDP determiner phrase
word order from clauses in English. Our approach DVP  phrase formed byXP+DEV”
is most similar to that of Collins et al. (2005). FRAG fragment

Most SMT systems employ some mechanism that! P simple clause headed ty(l NFL)

allows reordering of the source language duringLCP  phrase formed byXp+LC’
translation (i.e., non-monotonic decoding). The LST  list marker

MOSES phrase-based system that we use has a reNP noun phrase
atively simple reordering model which has a fixed PP preposition phrase
penalty for reordering moves in the decoder. Mor¢ PRN  parenthetical
sophisticated models include reordering parame-QP quantifier phrase

ters that are sensitive to lexical information (Till-| UCP  unidentical coordination phrase

mann, 2004; Kumar and Byrne, 2005; Koehn et VP verb phrase

al., 2005). The model of Chiang (2005) employs

a synchronous context-free grammar to allow hi-

erarchical approaches to reordering. The syntax-

based models of Yamada and Knight (2001) anclles. For example, Chine$dJPs, ADVPs, DPs,

Marcu et al. (2006) build a full parse tree in the tar-QPs, andPPs all have similar internal word order-

get language, again effectively allowing hierarchiing to their English counterparts. Also similar are a

cal reordering based on synchronous grammars. dtoup of special structures suchlaST, FRAG, and

is worth noting that none of these approaches to réRN.

ordering make use of explicit syntactic information We identified three categories that we considered

in the sourcelanguage—for example, none of theto be the most prominent candidates for reorder-

methods make use of an existing source-languagey. These phrases includ#®s (verb phrases)\Ps

parser (the systems of Yamada and Knight (200%houn phrases), arldCPs (localizer phrases, which

and Marcu et al. (2006) make use of a parser in thigequently map to prepositional phrases in English).

target language, i.e., English). In the following, we discuss each of the three main
Finally, note that a number of statistical MT categories in more detail.

systems make use of source language syntax in

transducer-style approaches; see (Lin, 2004; Dingl Verb Phrases

and Palmer, 2005; Quirk et al., 2005; Liu et al.in Chinese, verb phrase modifiers typically occur in

2006; Huang et al., 2006). In contrast to the preprapre-verbal position. VP modifiers can beADVPs,

cessing approach, they attempt to incorporate syntgmporal and spatiaNPs, QP, PPs, CPs, | Ps,

Table 1: Penn Chinese Treebank phrase tags.

directly into the decoding stage. DVPs, andLCPs. The ADVPs are simple adverbs,
_ _ _ which can occur both preverbal and postverbal in an
3 Chinese Syntactic Reordering Rules English verb phrase, so we do not attempt to move

them. Similarly, theCP, | P, and DVP modifiers

We used the Penn Chinese Treebank guidelines (Xug, typically adverbial phrases, which do not have a
etal., 2005) in searching for a suitable set of reordefyy o 4 hosition in English verb phrases. In the follow-

ing rules. We examined all phrase types in the Treqﬁg, we only consider cases involvirigPs, LCPs,

bank; potentially phrases of any type could be Caemporal and spatidiPs, andQPs.
didates for reordering rules. Table 1 provides a list ’

of Treebank phrase tags for easy reference. We rul&Ps and LCPs Figure 2 shows an example verb
out several phrase types as not requiring reorderimghrase with &P modifier, which translates literally



VP PP P #(at) VP QP CD % (many)

NP- A NPB NN Z&B( East ern) CLP M &(tinme)
NN EXB3( Di vi si on) VP- A W ZA{%(i nj ur ed)

VP-A W Z7%I(rank)
0D %+ (10th
> bl ) Figure 4: Exampl&/P with QP modifier. The phrase

Figure 2: Exampl&/P with PP modifier. The phrase translates intoihjured many times

translates intoranks 10" in the Eastern Divisioi  Np-A DNP PP P 3H(t 0)
NP- A NPB NR #BE735(Zi mhabwe)

VP NP NPB NT ZHX(sane day) DEG H9( DEG)
NT 4 (nor ni ng) NPB NN £ (financi al )
VP-A W %&%&(issue) NN #2Bi( ai d)

NP- A NPB NN FEHBA( st at ement)

Figure 5: An example Chine$é¢P with a DNP mod-
ifier headed by #&P. The phrase translates intthe
financial aid to Zimbabwen English.

Figure 3. Example/P with temporalNP modifier.
The phrase translates inttsSued a statement that
morning”

dle such cases by a simple rule which states that the

into “at E_astern_ Division rank 16." Recognizing QP in a parent/P will be repositioned after the sib-
thatPPs in English verb phrases almost always oc;

cur after the verb, we use a simpl@( PP: VP) re- ling VP

ordering rule which states thatRP in a parentVP 32 Noun Phrases
needs to be repositioned after the sibIvg. LCPs
are similar taPPs and typically map to prepositional
phrases in English. Thus they are handled similarl

to PPs, €., .LCPS In a parendVP are repositioned andADJ P madifiers is somewhat similar to English
after the siblingvP. in that these phrases typically occur before the noun
NPs Figure 3 gives an example of a verb phras¢hey modify. The case diP modifiers inNPs is
with a temporalNP modifier, which literally trans- very limited in the Chinese Treebank, since most
lates into ‘same day morning issue statemeérin  noun-noun sequences form compounds in a single
English, temporal phrases such as these almost &P. Hence we only developed reordering rules to
ways occur after the head verb. Conveniently, theandleDNP and clausal@P) modifiers.

Chinese Treebank uses the part of speech (POS) tBRIPs DNPs are formed by XP+DEG” where XP
NT for temporal nouns. Thus, we use a rule which

states that a preverb&lP will be repositioned af- ¢an be a phrase of the tyd&JP, QP, PP, LCP, or

o . . . NP. When theXP is anADJ P or aQP, no reorderin
ter the siblingVP if there is at least on&T in the . ! QD. N9
. . - is needed because the word order is the same as that
NP subtree. A similar rule might apply to locative

) . . . of English.
NPS; however,_there is no special POS tag in the When theXP is aPP or anLCP, the DNP essen-
Treebank marking locatiorlsso we do not have a . . .

) tially corresponds to a prepositional phrase in En-
syntax-based reordering rule to handle locahiAs . . .

glish, which almost always appears after the noun
QPs QP modifiers in verb phrases often corre-being modified. Figure 5 shows an example where
spond to time-related concepts such as duration atfte XP in the DNP is a PP. The reordering rule to
frequency. Figure 4 shows an example verb phrag@ndle these two cases states that, if a pavritas
with a QP modifier, literally translating intorhany a child DNP which in turn has a childPP or LCP,
time injured” Since temporal phrases almost alwayshen theDNP is repositioned after the last siblitP.
occur after the verb in English verb phrases, we han- Figure 6 shows an example noun phrase for which
—Y , theXP in the DNP is NP. On the surface, the Chinese
One can argue thatR (proper nouns) in that context are

likely to be places. However, there also exist many exceptio l\_lpl DEG NPQ_” sequence is analogous to the En-
and so we decided not to exploit thiR tag. glish possessive structure diiP;'s NP,” and does

Noun phrases in Chinese can take several types of
modifiers: for example, phrases of tyg, DP,
XDJP, NP, DNP, andCP. The placement oQP, DP,



NP-A DNP NP DP DT i%(this)
CLP M Iji( measur e word)
NPB NN # 7K (t echni que)
DEG #9( DEG
NPB NN ZEiE(nastery)

NP CP IP VP W £ (participate)

NP CPIP VP PP P % (at)
NP NR Z=[E(US)
NR b4
(Salt Lake City)

VP W %47 (hol d)
. , . DEC Ky (DEQ)
Figure 6: An example ChinessP phrase with a QP OD ZJ\ (8th)
DNP modifier headed by BP. The phrase translates CLP M & (measure word)
into “the mastery of this techniqgua English. NPB NN fﬁ’zﬁi cap peopl €)
NR ZH&
(Wnter QA ynpics)
not require reordering, for exampleg{(Sug AI(s) DEC Ky (DEQ)
BR Z& (friend)” in Chinese and Sue’s friend in En- NPB NR AE (French)
glish. However, the Chinese possessive structure NPB NN KR (del egat i on)
“NP; DEGNP;” can express more sophisticated re-_. ) . .
lationships which are inappropriate for thslP,’s Figure 7: An example with two nestedP modi-

NP,” expression. For example, the phrase in I:igifiers. The phrase translates inthe French delega-

ure 6 can only be translated intahe mastery of tion participating in.theBhSpeciaI Winter Olympics
this techniqug but not “this technique’s mastery held in Salt Lake City US

We decide to reordeDNPs of the “NP+DEG’ for- | p | p Np- A NPB NN S acci dent)

mat, because they often can only map to thB' of VP W %4 (happen)

NP,” expression in English. Additionally, theNP; LC R(after)

of NP,” expression is more general and can replace

“NP;’s NP” in many cases. One exception is wherFigure 8: An example Chinese localizer phrase. The
the NP is a pronoun PN), e.g., “th(he) Bi('s) & phrase translates intafter the accident happened

= (nam@,” in which case théNP acts simply like a in English.

possessive pronoun. Our reordering rule thus states

that, if a pareniNP has a childDNP which in turn has
a child NP that is not aPN, then theDNP is reposi-
tioned after the last sibliniyP.

clause, similar to the function of “that” in English.
We use a rule to brin@EC to the front ofl P under
CP, to make it more aligned with the “that + clause”

CPs Relative clauses correspond to tBP cate- Structure of English.
gory in the Treebank. Figure 7 shows an example .
noun phrase with two nest&P modifiers. As illus- 3.3 Localizers
trated in the figure, relative clauses in Chinese aldéigure 8 shows an example phrase of the tyQP.
occur before the noun they modify, which maked.ocalizers (tagged_C in the Treebank) in Chi-
the word order of this sentence quite different frornese can be thought of as a post-phrasal preposi-
that of the English translation. Such distortions irion which is often used with temporal and locative
the word reordering will be quite difficult for the phrases or clauses to mark directional information.
word or phrase-based alignment model to capturd@hey function similarly to prepositions and conjunc-
However, with the application of a reordering ruletions in English such as “before,” “on,” “when,” etc.
to reposition the childCP after its siblingNP un- Constituents of typd.CP have a similar function
der a pareniNP, and thePP VP reordering rule for to prepositional phrases. Sometimes they are com-
VP introduced previously, the sentence can be easilyined with a pre-phrasal generic prepositioft™
transformed into French delegation participate’®  (roughly corresponding to “at” in English) to form
handicap people Winter Olympics hold at US Sala PP explicitly. An example is shown in Figure 9.
Lake City’ a sentence whose word order is much We developed a simple reordering rule which
closer to that of English. moves arL.Cnode to immediately before its left sib-
CP is typically formed by T P+DEC’, in which ling under a parentt CP node. This will result in a
DEC's only function is to mark the P as a relative word order that is more similar to that of the English



PP P #(at) _ | [ Dev | Nist06 |
LCP | P NP-A NPB NN ZE#(acci dent) :
VP W %% (happen) Baseline|| 31.57 | 28.52

LC f5(after) Reorder || 32.86| 30.86
Gain +1.29| +2.34

Figure 9: An example Chined#P encompassing an
LCP. The phrase translates intafter the accident Table 2: BLEU score of the baseline and reordered

happenetlin English. systems.

prepositional phrase: the example in Figure 8 hadresented in Collins (1997). We then applied the re-
the paraphraseafter accident happérafter the re- ordering rules described in the previous section to
ordering rule is applied. In the case whereLagpis (e parse tree of each input. The reordered sen-
embedded in a pareRP phrase, thé.C reordering tence is then re-tokenized to be consistent with the
rule will essentially merge the post-phrasal localizeP@Seline system, which uses a different tokenization
with the pre-phrasal preposition. For example, th&cheme that is more friendly to the MT systém.
phrase in Figure 9 becomeat“after accident hap- We use BLEU scores as the performance measure

peri after reordering. The phrase-based SMT syéf! our evaluation (Papinepi et al.,, 2002). Table 2
tem will have little problem in learning that “at af- 91Ves results for the baseline and reordered systems

ter” translates into “after” in English. on both the development and test sets. As shown in
the table, the reordering method is able to improve
4 Evaluation the BLEU scores by 1.29 points on the development

o ~ set, and by 2.34 on the NIST 2006 set.
Our baseline is a phrase-based MT system trained

using the MOSES toolkit (Koehn et al., 2007).4.1 Frequency and Accuracy of Reordering
The training data consists of nearly 637K pairs of Rules

sentences from various parallel news corpora dist/e collected statistics to evaluate how often and ac-
tributed by the Linguistic Data Consortium (LD€). curately the reordering rules are applied in the data.
For tuning and testing, we use the official NISTThe accuracy is measured in terms of the percent-
MT evaluation data for Chinese from 2002 to 2006age of rule app”cations that Correcﬂy reorder sen-
which have four human generated English referenagnces. The vast majority of reordering errors are
translations for each Chinese input. The evaluatiogue to parsing mistakes.

data from 2002 to 2005 were split into two sets of Taple 3 summarizes the count of each rule in

roughly equal sizes: a tuning set of 2347 sentencese training data, ignoring rules occurring less than
is used for optimizing various parameters using mins00 times in the training data, and the number
imum error training (also using the MOSES tOOlkit),of sentences each rule impactsl The most fre-
and a development set of 2320 sentences is used ffent three rules arBP( CP: NP) , VP( PP: VP) ,
various analysis experiments. We report results oghd DNP( NP) : NP, which account for over 76% of
the NIST 2006 evaluation data. all the reordering instances and jointly affect 74%
A series of processing steps are needed before theall the training sentences. This shows the preva-
reordering rules can be applied, which include segence of systematic word order differences between
mentation, part-of-speech tagging, and parsing. Wehinese and English. Only 122,076 (or 19.2%) sen-
trained a Chinese Treebank-style tokenizer and pagences remain unchanged after the reordering rules
of-speech tagger, both using a tagging model basege applied.
on a perceptron learning algorithm (Collins, 2002). Each of the processing steps in producing the Chi-
We used the Chinese parser described by Sun apése parse tree is prone to error and could lead to
Jurafsky (2004), which was adapted from the parsefistakes in the reordering of the Chinese sentence.
2\We used 8 corpora for training, including LDC2002E18, °The tokenizer used by the MT system favors smaller word

LDC2003E07, LDC2003E14, LDC2005E83, LDC2005T06,units, and backs off to a character by character scheme for un
LDC2006E26, LDC2006E8, and LDC2006G05. known words.



| Type | Rule Name | Counts| # Sent.| \ | Count| Accuracy |

VP VP( PP: VP) 331,827 258,214 VPrules | 108 65.7%
VP( NT: VP) 23,353| 22,926 NP rules | 209 54.6%
VP( LCP: VP) 8,674| 8,661 LCrules| 76 77.6%
VP( QP: VP) 7,834 7,777 Allrules | 393 62.1%

NP NP( CP: NP) 345,165| 262,588 ,
DNP( NP) : NP 280.367| 218.865 Table 4: Accuracy of reordering rules on a set of 200
DNP( PP) : NP 381225 36,295 sentences randomly selected from the development
DNP(LCP): NP |  15,801| 15,253| Set

LC ][ LCP(NP: LO) 146,784] 12,8333 | [ BLEU | Gain |
LCP(1 P: LC) 36,923 | 35,749 Baselinell 31.57 -
LCP( QP: LO) 14,893 | 14,287 VPrules || 32.71 | +1.14

\ Total H \ 1,249,846\ 636,686\ NP rules || 32.23 | +0.66

LCrules | 31.59 | +0.02
Allrules | 32.86 | +1.29

Table 3. Statistics of various reordering rules in the
training data.

Table 5: Comparison of translation performance

To assess the accuracy of reordering rules, we colith different types of reordering rulessainis the

ducted human evaluations on a set of 200 sentencgi&@nge in BLEU score when compared to the base-
randomly selected from the development set. Withifi® System. All results are on the development set.
this set, there were in total 155 sentences containing

at least one reordering rule, with 339 rules in totalas shown in the table, theP rules are more effec-
A bilingual speaker was presented with the Chinesgve than theNP rules, even though thP rules are
parse tree, the sentence before and after the reordgfore frequent than th¥P rules in the data. This
ing, and the particular reordering rules applied to thgs perhaps because the reorderingvéf modifiers
sentence. The bilingual rater determined the correcgchieves a slightly higher accuracy than that of the
ness of each rule by first identifying the scope of thep modifiers. We are a bit surprised by the lack
rule and comparing the string before and after reof performance gains with theC rules only. More
ordering, referencing the corresponding parse strugnalysis is needed to explain this behavior.

ture if necessary. Table 4 summarizes the accuracy

(precision) for each type of rule. Notice that our hu4.3 Better Alignment?

man evaluation of the reordering rules does not takphere could be two reasons why the syntactic
into account missed reordering. reordering approach improves over the baseline
Overall, there are a lot of reordering errors causeghrase-based SMT system. One obvious benefit is
by incorrect parses. On a sentence level, only 5hat the word order of the transformed source sen-
out of the 155 reordered sentences (36.8%) are err@ice is much closer to that of the target sentence,
free. Nevertheless, syntactic reordering seems to bghich reduces the reliance on the distortion model
helpful in improving the translation quality, despiteto perform reordering during decoding. Another po-
noise introduced into the data due to the errors.  tential benefit is that the alignment between the two
sides will be of higher quality because of fewer “dis-
tortions” between the source and the target, so that
In order to assess the relative effectiveness of thbe resulting phrase table of the reordered system
reordering rules, we conducted an experiment iwould be better. However, a counter argument is that
which we trained and tested systems using dathe reordering is very error prone, so that the added
that were reordered using different subsets of theoise in the reordered data would actually hurt the
reordering rules. Table 5 summarizes the BLEW@lignments and hence the phrase table.
scores of the reordered system for each rule type. Lacking a good way to measure the quality of

4.2 Impact of Individual Reordering Rules



\ | Original Dev | Reordered Dey An important category we examined but did not
Baseline 31.57 32.19 reorder was clauses of tydeP, which generally
Reorder 30.67 32.86 corresponds to declarative sentences in Chinese.
Sentences of this form have quite similar top-level
Table 6: Comparison of BLEU scores in matche@onstituent ordering to English: both follow SVO
and mismatched conditions. The baseline and r%ubject_verb_object) order. There are several spe-
ordered systems were first tuned on mismatched daig] cases in which English and Chinese differ, the
before being tested on mismatched data. most notable being the topicalization of objects or
temporal and locative noun phrases (which function

the phrase table directly, we conducted an exper®S adverbial_phrases). We did not try to restqre them
ment in which we tested the baseline and reorderd8 the canonical order for several reasons. First, top-
systems with both the original and reordered deveigalizat_ion of temporal and '°Ca“j’e phrases happens
opment data. The idea is to compare the two sy4 Enghsh_as w_eII. Forexample, *In Is_ra_lel yesterday’:
tems given the same type of input: if the reorderef" explosion killed one person and injured twelve
system learned a better phrase table, then it might 2 Perfectly acceptable English sentence. Second,
outperform the baseline system on un-reordered iff)€ Parser's performance on special constructions is
puts despite the mismatch; on the other hand, if tHg@Iy to pe poor, resultmg in fr_equent reordering er-
baseline system learned a better phrase table, thehJt>: _Th'rd’ special constr_uctlons that do r_10t oceur
might outperform the reordered system on reordered€" N the data are Ie§s likely to have a significant
inputs despite the mismatch. However, the results ffppact on the ”a”S"",‘“O” perfor-mance. Thus our
Table 6 did not settle our question: the reordereatrategy h"’_‘S been to find reorder_lng rules for syntac-
system performed worse than the baseline on unri¢ cat_egorleg that are common in the data and sys-
ordered data, while the baseline system performéﬁmat'ca”y d|ﬁe.rent between the two languages.
worse than the reordered system on reordered data/M OUr experiments, the phrase-based MT sys-
both of which can be explained by the mismatchelf™ Uses an un-lexicalized reordering model, which
conditions between training and testing. PerhagQight make the effects of the syntactic reordering
more interesting is the performance gap of the basB1ethod more pronounced. However, in an early ex-
line system on the reordered data vs. on the origin®fiment submitted to the official NIST 2006 MT

data: it achieved 0.62 BLEU score gain despite thgvauation, the reordered system also improved the
mismatch in training and testing conditions. BLEU score substantially (by 1.34 on NIST 2006

data) over a phrase-based MT system with lexical-
5 Discussion and Future Work ized reordering models (Koehn et al., 2005). The
same set of reordering rules in the experimental set-
In this paper, we described a set of syntactic reordeting in the current paper achieve a 1.82 BLEU im-
ing rules that exploit systematic differences betweeprovement on the same data set, which is compara-
Chinese and English word order to transform Chible to the 1.34 gain for the lexicalized system.
nese sentences to be much closer to English in termswe plan to output reordered lattices in the future,
of their word order. We evaluated the reordering apso that the approach would be more robust to errors
proach within the MOSES phrase-based SMT sysnade during parsing/reordering.
tem (Koehn et al., 2007). The reordering approach
improved the BLEU score for the MOSES systenmAcknowledgements
from 28.52 to 30.86 on the NIST 2006 evaluation ) ]
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