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ABSTRACT

In this paper, we explore the learning of neural network em-
beddings for natural images and speech waveforms describing
the content of those images. These embeddings are learned
directly from the waveforms without the use of linguistic
transcriptions or conventional speech recognition technology.
While prior work has investigated this setting in the monolin-
gual case using English speech data, this work represents the
first effort to apply these techniques to languages beyond En-
glish. Using spoken captions collected in English and Hindi,
we show that the same model architecture can be successfully
applied to both languages. Further, we demonstrate that train-
ing a multilingual model simultaneously on both languages
offers improved performance over the monolingual models.
Finally, we show that these models are capable of performing
semantic cross-lingual speech-to-speech retrieval.

Index Terms— Vision and language, unsupervised speech
processing, cross-lingual speech retrieval

1. INTRODUCTION

The majority of humans acquire the ability to communicate
through spoken natural language before they even learn to
read and write. Many people even learn to speak in multiple
languages, simply by growing up in a multilingual environ-
ment. While strongly supervised Automatic Speech Recog-
nition (ASR), Machine Translation (MT), and Natural Lan-
guage Processing (NLP) algorithms are revolutionizing the
world, they still rely on expertly curated training data follow-
ing a rigid annotation scheme. These datasets are costly to
create, and are a bottleneck preventing technologies such as
ASR andMT from finding application to all 7,000 human lan-
guages spoken worldwide [1].

Recently, researchers have investigated models of spoken
language that can be trained in a weakly-supervised fashion
by augmenting the raw speech data with multimodal context
[2, 3, 4, 5, 6, 7, 8]. Rather than learning a mapping between
speech audio and text, these models learn associations be-
tween the speech audio and visual images. For example, such
a model is capable of learning to associate an instance of the

spoken word “bridge” with images of bridges. What makes
these models compelling is the fact that their training data
does not need to be annotated or transcribed; simply record-
ing people talking about images is sufficient. Although these
models have been trained on English speech, it is reasonable
to assume that they would work well on any other spoken
language since they do not make use of linguistic annota-
tion or have any language-specific inductive bias. Here, we
demonstrate that this is indeed the case by training speech-to-
image and image-to-speech retrieval models in both English
and Hindi with the same architecture. We then train multilin-
gual models that share a common visual component, with the
goal of using the visual domain as an interlingua or “Rosetta
Stone” that serves to provide the languages with a common
grounding. We show that the audio-visual retrieval perfor-
mance of a multilingual model exceeds that of the monolin-
gual models, suggesting that the shared visual context allows
for cross-pollination between the representations. Finally, we
use these models to directly perform cross-lingual audio-to-
audio retrieval, which we believe could be a promising direc-
tion for future work exploring visually grounded speech-to-
speech translation without the need for text transcriptions or
directly parallel corpora.

2. RELATION TO PRIORWORK

Unsupervised Speech Processing. State-of-the-art ASR
systems are close to reaching human parity within certain
domains [9], but this comes at an enormous resource cost
in terms of text transcriptions for acoustic model training,
phonetic lexicons, and large text corpora for language model
training. These exist for only a small number of languages,
and so a growing body of work has focused on processing
speech audio with little-to-no supervision or annotation. The
difficulty faced in this paradigm is the enormous variability in
the speech signal: background and environmental noise, mi-
crophones and recording equipment, and speaker character-
istics (gender, age, accent, vocal tract shape, mood/emotion,
etc.) are all manifested in the acoustic signal, making it diffi-
cult to learn invariant representations of linguistic units with-
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4. EXPERIMENTS

4.1. Experimental Data

We make use of the Places 205 [42] English audio caption
dataset, the collection of which was described in detail in [3],
as well as a similar dataset of Hindi audio caption data that
we collect via Amazon Mechanical Turk. We use a subset of
85,480 images from the Places data for which we have both
an English caption and a Hindi caption. We divide this dataset
into a training set of 84,480 image/caption triplets, and a val-
idation set of 1,000 triplets. All captions are completely free-
form and unprompted. Turkers are simply shown an image
from the Places data and asked to describe the salient objects
in several sentences. The English captions on average contain
approx. 19.3 words and have an average duration of approx.
9.5 seconds, while the Hindi captions contain an average of
20.4 words and have an average duration of 11.4 seconds.

4.2. Model Training Procedure

The objective functions we use to train our models are all
based upon a margin ranking criterion [43]:

rank(a, p, i) = max(0, � − s(a, p) + s(a, i)) (1)

where a is the anchor vector, p is a vector “paired” with the
anchor vector, i is an “imposter” vector, s() denotes a sim-
ilarity function, and � is the margin hyperparameter. For a
(a, p, i) triplet, the loss is zero when the similarity between a

and p is at least � greater than the similarity between a and i;
otherwise, a loss proportional to s(a, i) is incurred. This ob-
jective function therefore encourages the anchor and its paired
vector to be “close together,” and the the anchor to be “far
away” from the imposter. In all of our experiments, we fix
� = 1 and let s(x, y) = x

T
y

Given that we have images, English captions, and Hindi
captions, we can apply the margin ranking criterion to their
neural embedding vectors 6 different ways: each input type
can serve as either the anchor point, or as the paired and im-
poster points. For example, an image embedding may serve
as the anchor point, its associated English caption would be
the paired point, and an unrelated English caption for some
other image would be the imposter point. We can even form
composite objective functions by performing multiple kinds
of ranking simultaneously. We consider several different
training scenarios in Table 1. In each scenario, ↔ denotes
a bidirectional application of the ranking loss function to
every tuple within a minibatch of size B, e.g. “English ↔
Image” indicates that the terms

∑ B
j= 1 rank(e

I
j , e

E
j , e

E
k ) and

∑ B
j= 1 rank(e

E
j , e

I
j , e

I
l ) are added to the overall loss, where

k 6= j and l 6= j are randomly sampled indices within a
minibatch. This is similar to the criteria used in [44] for
multilingual image/text retrieval, except we randomly sample
only a single imposter per (a, p) pair.

We trained all models with stochastic gradient descent us-
ing a batch size of 128 images with their corresponding cap-
tions. All models except the audio-to-audio (no image) were
trained with the same learning rate of 0.001, decreased by a
factor of 10 every 30 epochs. The audio-to-audio network
used an initial learning rate of 0.01, which resulted in insta-
bility for the other scenarios. We divided training into two
“rounds” of 90 epochs (for a total of 180 epochs), where the
learning rate is reset back to its initial value starting at epoch
91, and then allowed to decay again. We found this schedule
achieved better performance than a single round of 90 epochs,
especially for the training scenarios involving simultaneous
audio/image and audio/audio retrieval.

4.3. Audio-Visual and Audio-Audio Retrieval

For evaluation, we assume a library L of M target vectors,
L = t1, t2, . . . , tM . Assume we are given a query vector q
which is known to be associated with some t, but we do not
know which; our goal is to retrieve this target from L. Given
a similarity function s(q, t) (we use s(q, t) = q

T
t), we rank

all of the target vectors by their similarity to q, and retrieve
the top scoring 1, 5, and 10.. If the correct target vector is
retrieved, a hit is counted; otherwise, we count the result as
a miss. With a set of query vectors covering all of L (a set
of M vectors containing a q for every t), we compute recall
scores over the entire query set. Recall that the five training
scenarios consider 6 distinct pairwise directions of ranking;
for example, we can consider the case in which an English
caption is the query and its associated image is the target, or
the case in which a Hindi caption is the query and the English
caption associated with the same image is the target. We ap-
ply the retrieval task to those same directions, and for each
model report the relevant recall at the top 1, 5, and 10 results.

Retrieval recall scores for each training scenario are dis-
played in Table 1. We found that a small amount of relative
weighting was necessary for the H↔E↔I↔H loss function
in order to prevent the training from completely favoring au-
dio/image or audio/audio ranking over the other; weighting
the E↔H ranking loss 5 times higher than that of the E↔I and
H↔I losses produced good results. In all cases, the model
trained with the H↔E↔I↔H loss function is the top per-
former by a significant margin. This suggests that the addi-
tional constraint offered by having two separate linguistic ac-
counts of an image’s visual semantics can improve the learned
representations, even across languages. However, the fact that
the E↔I↔Hmodel offered only marginal improvements over
the E↔I and H↔I models suggests that to take advantage of
this additional constraint, it is necessary to enforce semantic
similarity between the captions associated with a given image.

Perhaps most interesting are our results on cross-lingual
speech-to-speech retrieval. We were surprised to find that the
E↔H model was able to work at all, given that the retrieval
was performed directly on the acoustic level without any lin-
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