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Abstract

Automatic speech recognition has seen recent advancements powered by machine
learning, but it is still only available for a small fraction of the more than 7,000
languages spoken worldwide due to the reliance on manually annotated speech data.
Unlabeled multi-modal data, such as videos, are now increasingly available in many
different languages and provide opportunities to scale speech technologies. In this thesis,
we introduce models and datasets for learning visually grounded spoken language from
raw audio in videos. We propose a self-supervised audio-video model that learns from
the English narration naturally present in instructional videos to relate spoken words
and sounds to visual content. Our model can recognize spoken words and natural
sounds in audio queries to retrieve relevant visual clips, supporting its application to
video search directly using audio and spoken queries, without needing to transcribe
speech to text. We further demonstrate that our model can learn multilingual audio-
video representations and can successfully perform retrieval on Japanese videos. Since
our approach only requires audio-visual data without transcripts, we believe it is a
promising direction to enable novel speech processing tools.
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Chapter 1

Introduction

While technologies like Automatic Speech Recognition (ASR) and Machine Translation

(MT) enable us to interact better with computers and each other, they are currently

only available for less than 2% of the world’s more than 7,000 spoken languages, in

part due to the large amount of manually labelled data required for each language [63].

Recently, researchers have proposed models that can instead learn to recognize words

from raw audio by associating them to semantically related images [15,28–30,37,46,74].

By training models to retrieve images from associated spoken captions, they learn to

identify words in speech and objects in images without supervised speech recognition

or object detection. These models are appealing because they are trained only on

images and spoken audio captions of images, without requiring conventional text

transcripts. However, these methods require the collection of recorded spoken captions,

limiting their scalability to other languages and visual contexts. Further, use of still

images precludes application to real-world scenarios where multiple speakers and

visual actions often occur.

Videos instead provide a natural source of paired visual and audio data that

does not require manual annotation and exists publicly in large quantities. Thus,

self-supervised audio-video models [6–8, 42, 60, 66, 86] have been applied to cross-

modal tasks focused on identifying non-speech sounds and localizing the objects that

produced them. In our work, we instead focus on relating spoken words to visual

entities in videos such as objects and actions, which is a more challenging task than
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sound localization since human speech is more semantically complex and the objects of

interest do not produce the sound. Towards this goal, we leverage instructional videos

which provide opportunity to learn semantic relationships between raw speech and

visual content given the rich narration naturally present in them. While audio-video

models typically assume sound-making objects are visible on screen, in instructional

video there may be misalignment between when a speaker describes an object and

when it is on screen. Thus, while instructional videos provide opportunity to learn

semantic relationships between raw speech and visual content, they are a noisy and

challenging source of data.

In this thesis, we explore several approaches for learning visually grounded spoken

language from the raw audio in instructional videos. We propose a self-supervised

audio-video model that learns from the narration naturally present in instructional

videos to relate spoken words and sounds to visual content. Our model only requires

audio-visual data without transcripts, and can perform video retrieval directly from

input audio queries containing spoken words and natural sounds. We further propose a

tri-modal that jointly processes raw audio, video, and text captions from videos to learn

a multi-modal semantic embedding space. To understand our model’s multilingual

capabilities, we collected a new dataset of Japanese cooking videos. We demonstrate

that our audio-video model can learn multilingual audio-video representations and

can successfully perform retrieval on the Japanese videos.

1.1 Related Work

In this section, we review the related work relevant to the entire thesis.

1.1.1 Learning Visually-Grounded Speech

The task of matching spoken audio captions to semantically relevant images was

introduced in the effort to build models that learn language from raw audio and

visual semantic supervision [25, 30, 74]. Models are typically trained to learn an

audio-visual embedding space where true image-caption pairs are similar to each other,
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while non-matching pairs are far apart. Over the years, researchers have proposed

modeling improvements with more complex image encoders, audio encoders, and loss

functions [15,27–29,37,46,55,68,73]. In terms of training data, Harwath et al. [28–30]

collected 400k spoken audio captions of images in the Places205 [87] dataset in English

from 2,683 speakers, which is one of the largest spoken caption datasets. Other work has

proposed synthetic speech captions as training data, which are less natural [15, 31, 37].

The models have been explored for other tasks such as speech retrieval given spoken

queries or text captions [38, 39], discovering word-like speech units [26, 79,80], and for

other data such as handwritten digits and spoken captions [19,34,44]. For a recent

survey of visually grounded models of spoken language, see Chrupała [14]. We instead

use videos naturally present on the internet as the primary source of training data,

which are available in English and in other languages. While we focus on the spoken

narration naturally present in instructional videos, researchers have collected spoken

captions for videos [53,58] in concurrent work.

1.1.2 Self-Supervised Audio-Video Learning

Self-supervised audio-video learning has been explored in recent years to learn rep-

resentations of objects and sounds without manually labelled data. Some works

propose proxy tasks to learn representations for downstream tasks such as classifica-

tion [4,6,8,35,42,60,61]. Other approaches use self-supervised learning for audio-video

applications, such as audio-visual source separation [20, 66, 86] and spatial audio

generation [21, 54, 84]. The most relevant works are those that apply audio-video

models for cross-modal retrieval tasks. Tian et al. [77] proposed an audio-video

model for localizing segments of audio within video clips. They train it on a video

dataset of audio-visual events, ensuring that sound-making object are visible for at

least 2 seconds in each clip. Surís et al. [72] train an audio-video model for retrieval

on general YouTube videos, and incorporate a classification loss on the video class

label. We build upon these works by learning from unlabeled instructional videos.

Arandjelović and Zisserman [7] employ self-supervision between the audio and visual

streams in video to relate objects with the sounds they make. They train their model
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for binary classification of true audio and video pairs versus mismatched ones and

apply their model for audio-video retrieval. In our work, we instead use audio-video

self-supervision to relate objects to the speech that describes them and directly train

our model for audio-video retrieval.

1.1.3 Multi-Modal Learning from Instructional Videos

The recent influx of instructional video datasets such as How2 [67], Inria Instructional

Videos [2], COIN [75], CrossTask [89], YouCook2 [88], Mining YouTube [43], and

HowTo100M [50] has inspired a variety of methods for semi-supervised text-video

modelling. These works focus on learning a joint multi-modal embedding space between

text and video, and typically do not incorporate the audio signal. Methods that do

incorporate audio [3, 33,45,49,52,82,85] still require text captions and do not learn

from the raw videos alone. To create text captions, some methods rely on humans to

generate textual descriptions of the visual scene [88]. Unlike raw audio which can be

noisy and nondescript, human-generated textual captions provide a clean signal that

is visually salient; however, collecting these descriptions is time-consuming, making it

infeasible for large datasets. To reduce the need for annotation, other methods rely on

ASR transcripts to provide text representative of the speech in videos [47,50,67,70,71].

ASR transcripts provide a cleaned version of the audio that no longer contains salient

non-speech sounds. We build upon these works by learning a joint embedding space

directly between video and the audio naturally present in videos, and showing that our

method can also incorporate ASR text and annotated text captions when available.

1.2 Thesis Outline

This thesis is organized as follows. In Chapter 2, we describe all of the video datasets

used in this thesis. In Chapter 3, we introduce our self-supervised audio-video model.

We study the model through several experiments, ablations studies, and qualitative

results. In Chapter 4, we introduce our tri-modal model that learns from audio, video,

and text, and show quantitative results. In Chapter 5, we explore the multilingual
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capabilities of our audio-video model and apply it on videos in Japanese and images

and spoken captions in Japanese and Hindi. We also introduce a new dataset of

Japanese cooking videos. Finally, in Chapter 6, we provide a conclusion, ideas for

future work, and our parting thoughts.

1.3 Bibliographic Note

Content primarily in Chapters 3 and 4 has appeared previously in Rouditchenko et al. [65].

The work in this thesis was performed in collaboration with Angie Boggust, Sam

Thomas, Dhiraj Joshi, and Brian Chen.
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Chapter 2

Video Datasets

In this chapter, we provide an overview of the video datasets used in this thesis. We

primarily use the HowTo100M dataset [50], which contains over 1 million videos, to

train our models. We use the YouCook2 [88], CrossTask [89], MSR-VTT [83], and

LSMDC [64] datasets to fine-tune and evaluate our models. These datasets are smaller

than HowTo100M and typically contain only several thousand videos. HowTo100M,

YouCook2, and CrossTask are instructional video datasets, while MSR-VTT contains

general videos and LSMDC contains movies. We also propose the YouCook-Japanese

video dataset, which contains instructional cooking videos in Japanese.

2.1 Video Downloading

Many of the experiments in this thesis are conducted on video datasets consisting of

videos from YouTube. These video datasets are typically distributed via lists of URLs

to comply with YouTube’s terms of service, and each research group must scrape the

videos independently. Over time, the number of videos available can shrink, making it

challenging to reproduce and compare the results from different researchers. Therefore,

we provide details about the number of videos we were able to download, and which

experimental splits we used.
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2.2 Dataset Details

2.2.1 HowTo100M

The HowTo100M dataset [50] contains instructional YouTube videos from domains

such as home and garden, computers and electronics and food and entertaining. We

downloaded the HowTo100M dataset from YouTube between Dec. 2019 - Mar. 2020.

The original dataset contains 1,238,792 videos. At the time of download 1,166,089

videos were available on YouTube (72,703 less than the original dataset), which we

used as our training set.

2.2.2 YouCook2

The YouCook2 dataset [88] consists of 2,000 instructional cooking videos from YouTube.

The videos were separated into a 67-23-10 training-validation-testing split and cate-

gorized by humans into one of 89 recipe types (eg., spaghetti and meatballs). Videos

were segmented by human annotators into clips representing recipe steps, and each

clip was annotated with a text summary of the recipe step. Following Miech et al. [50],

we use 9,586 training clips and 3,350 validation clips due to the unavailability of some

videos on YouTube.

2.2.3 CrossTask

The CrossTask dataset [89] consists of 2,750 instructional videos from YouTube with

18 primary tasks and 65 related tasks. Each task is defined as list of steps, such

as “remove cap” and “spread mixture”. Each video is associated with one task and

contains a subset of steps from the task. 20 videos from each of the 18 primary tasks

are designated as the validation set (360 videos total), and the remaining videos are

designated as the training set. The videos in the validation set were segmented into

clips for each step by human annotators, while the videos in the training set were

segmented into clips for each step automatically based on the ASR transcripts. The

training set contains 17,840 clips while the validation set contains 2,819 clips.
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2.2.4 MSR-VTT

The MSR-VTT [83] dataset consists of YouTube videos from categories such as music

and sports that are not necessarily instructional. Videos were segmented into video

clips by human annotators and annotated with 20 natural language sentences each.

At the time of download, 5,722 videos with audio were available. We train our model

on 6,783 training clips and evaluate on 968 audio containing test clips of the 1,000

test clips used in prior work [50,85]. For a fair comparison, we count the 32 missing

test clips without audio as mistakes in our retrieval calculations. We note that there

are several other experimental splits [45].

2.2.5 LSDMC

The LSMDC dataset [64] consists of movies with audio description (AD) — audio

descriptions of movie scenes for viewers with visual impairments. The movies were

split into video clips corresponding to scenes with AD narration, and each clip is

annotated with the text transcript of the AD narration. Following Miech et al. [50], we

use 101,079 training clips and 1,000 testing clips. We use the audio from the original

movie clips; however, the audio is often silent because AD narration is inserted at

breaks in dialogue. The recorded AD narrations were not available.

2.2.6 YouCook-Japanese

The YouCook-Japanese dataset contains 1,174 Japanese cooking videos. We propose

the dataset in Chapter 5 and describe the dataset collection details. The training set

contains 737 videos, the validation set contains 224 videos, and the evaluation set

contains 213 videos. We segmented the videos into clips containing speech, resulting

in 10k clips for training, 3k clips for validation, and 3k clips for evaluation. We report

results on the evaluation set and encourage other researchers to tune parameters only

on the validation set.
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2.3 Chapter Summary

In this chapter, we described the video datasets used throughout this thesis. We

explained the number of videos that we were able to download and which experimental

splits we used to make it easier to compare with our experiments.
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Chapter 3

AVLnet: Audio-Video Language

Network

The predominant approaches for learning from instructional videos rely on text anno-

tations. In manually supervised cases, instructional video clips have been segmented

and captioned by annotators [88]. To reduce the amount of supervision, some methods

employ Automatic Speech Recognition (ASR) systems to generate text transcripts

of the speech within the videos [50]. ASR transcripts bypass many of the challenges

of learning from raw speech, which may contain background noise, variation across

speakers, or multiple speakers. While speech is a continuous signal, ASR processes the

speech into discrete words limited to a certain vocabulary. However, ASR transcripts

are only available for less than 2% of the world’s more than 7,000 spoken languages, so

while models trained using ASR transcripts perform well in common languages such

as English, they are inapplicable to many of the languages spoken across the globe.

Further, ASR can also be errorful, especially when confronted with background sounds,

reverberation, accents, and new vocabulary. For these reasons, we need models that

can learn from the raw audio and visual channels in videos without any additional

annotation or ASR transcription.

In response, we propose the Audio-Video Language Network (AVLnet) and a

self-supervised framework to learn visually grounded language from raw video input.

We circumvent the need for spoken or textual annotations by learning directly from the
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raw audio channel in video clips. Our model consists of audio and video branches that

extract local video clip features and pool them into single feature vectors representing

the content in each modality. We apply non-linear feature gating [48] enabling our

model to re-calibrate the feature activations before the final output embeddings. To

train our model on the noisy audio signal in instructional videos, we utilize the Masked

Margin Softmax (MMS) loss [37] to simulate audio and visual retrieval and robustly

train against a large number of negative samples. This results in an audio-video

embedding space that colocates semantically similar audio and visual inputs and can

successfully be used for downstream retrieval tasks.

We train AVLnet on HowTo100M [50], a large-scale instructional video dataset.

Instead of defining video clips at ASR boundaries, we train our model on randomly

segmented clips, reducing the need for supervision. Despite training on unlabeled

videos, our model achieves state-of-the-art retrieval results on speech-image pairs in

the Places Audio Caption dataset [28]. We propose video retrieval tasks on three

video datasets, YouCook2 [88], CrossTask [89], and MSR-VTT [83], and achieve state-

of-the-art results over previous models. We further show how our model leverages

audio cues from both speech and natural sounds for retrieval and semantically relates

the audio and visual modalities to learn audio-visual concepts. Some of the results in

this chapter were presented in Rouditchenko et al. [65].

3.1 Technical Approach

3.1.1 Audio-Video Models

The AVLnet architecture, shown in Figure 3-1, consists of parallel visual and audio

branches that extract features at a local level and then pool them into visual and

audio feature vectors representing the overall content within each modality. This

procedure provides flexibility by allowing the model to handle variable length video

clips, which is especially useful during inference where clip boundaries are determined

by human annotators and can vary drastically in length. The visual branch consists
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Figure 3-1: The Audio-Video Language Network (AVLnet) model consists of video
and audio branches, non-linear feature gating, and an audio-video embedding space.
The model is trained through self-supervision and applied to image and video retrieval
tasks.

of a 2D and 3D CNN feature extraction pipeline. From each video clip, we compute

2D image features to obtain 1 feature per second using a ResNet-152 model [32]

pretrained on ImageNet [17] and 3D video features to obtain 1.5 features per second

using a ResNeXt-101 model [23] pretrained on Kinetics [11]. Each of the CNN outputs

are temporally max-pooled to produce two 2048-dimensional feature vectors, which

are then concatenated into a 4096-dimensional feature vector v. The audio branch

consists of a trainable CNN with residual layers [28] to process the raw audio in

videos. The model takes in audio spectrograms and outputs a temporal feature map,

which is temporally mean-pooled to obtain a 1024-dimensional feature vector a. In

contrast to text-video models that require pretrained word embeddings to process

speech transcripts [47,50], our audio model is not pretrained, so it can be applied to

videos in any language, including those for which ASR is not available.

3.1.2 Audio-Video Gated Embeddings

After the visual feature vector v and audio feature vector a are extracted, we learn a

projection of both vectors into a shared embedding space. While this could be achieved

with a linear projection, we apply non-linear feature gating [48] which allows the

model to re-calibrate each dimension based on its learned importance and encourages

the model to activate dimensions in unison across both modalities. Non-linear gating
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is defined as:

𝑓(v) = (𝑊 𝑣
1 v + 𝑏𝑣1) ∘ 𝜎(𝑊 𝑣

2 (𝑊
𝑣
1 v + 𝑏𝑣1) + 𝑏𝑣2) (3.1)

𝑔(a) = (𝑊 𝑎
1 a + 𝑏𝑎1) ∘ 𝜎(𝑊 𝑎

2 (𝑊
𝑎
1 a + 𝑏𝑎1) + 𝑏𝑎2) (3.2)

where 𝑓(v) and 𝑔(a) are the output 4096-dimensional embedding vectors, 𝑊 𝑎
1 ,𝑊

𝑎
2 ,𝑊

𝑣
1 ,𝑊

𝑣
2

matrices and 𝑏𝑎1, 𝑏
𝑎
2, 𝑏

𝑣
1, 𝑏

𝑣
2 vectors are learnable parameters, ∘ denotes element-wise

multiplication, and 𝜎 is an element-wise sigmoid activation.

3.1.3 Contrastive Loss for Audio-Video Retrieval

Due to the self-supervised nature of AVLnet, we use the Masked Margin Softmax

(MMS) loss [37], a contrastive loss function that simulates retrieval within each

batch. The MMS loss trains the model to discriminate between the true audio-visual

embedding pairs (a𝑖, v𝑖), and imposter pairs (a𝑖, vimp
𝑗 ) and (aimp

𝑗 , v𝑖). The indices (𝑖,

𝑗) indicate the index of the video clip in the batch. Unlike the triplet loss used in prior

unsupervised audio-image modeling [28] that samples imposter pairs randomly or via

negative mining, the MMS loss enables comparisons of positives with a wider range

of negatives. While the original MMS loss includes a masking component to handle

multiple ground truth audio captions paired with each visual sample, we exclude the

masking since it is inapplicable to our scenario where each visual clip contains only

one ground truth audio pair. The loss ℒ𝑀𝑀𝑆 is defined as follows:

ℒ𝑀𝑀𝑆(𝑓(v), 𝑔(a)) = 𝐿(𝑓(v), 𝑔(a)) + 𝐿(𝑔(a), 𝑓(v)) (3.3)

Where 𝑓(v) and 𝑔(a) are the gated embeddings, and the function 𝐿 defined as:

𝐿(x,y) = − 1
𝐵

𝐵∑︀
𝑖=1

(︃
log 𝑒x𝑖·y𝑖−𝛿

𝑒x𝑖·y𝑖−𝛿 +
𝐵∑︀
𝑗=1
𝑗 ̸=𝑖

𝑒x𝑖·yimp
𝑗

)︃
(3.4)

30



a2a1 a3 ... aB

v2

v1

v3

..
.

vB

Audio 

Vi
de

o 

Similarity 
Score

(vB)·(a2
imp) (vB)·(aB)

Similarity Matrix

(v3
imp)·(aB)

Most 

Least 

A
udio to Video R

etrieval

Video to Audio Retrieval

Figure 3-2: The MMS loss maximizes the similarity of the true audio-visual pair
(a𝑖,v𝑖) shown in green. It also minimizes the similarity of a𝑖 paired with imposter
videos vimp

𝑗 (in yellow) and v𝑖 paired with imposter audios aimp
𝑗 (in blue).

The MMS loss ℒ𝑀𝑀𝑆 can be seen as the sum of two applications of InfoNCE [59] (with

a margin), the first where the visual input is fixed and audio samples are retrieved, and

the second where the audio input is fixed and visual samples are retrieved. However,

whereas negatives are sampled from within the same audio sample for InfoNCE [59],

we use audio and video samples from both within the same video and from others as

negatives as this has been empirically shown to improve performance for text-video

approaches [50]. During training, we use a batch of 𝑁 videos and sample 𝑀 clips per

video, resulting in effective batch of 𝐵 = 𝑁𝑀 video clips, where 𝐵 − 1 samples are

used as negative for each ground truth pair. An illustration of the loss is provided in

Figure 3-2.
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3.2 System Description

3.2.1 Video Clip Sampling

Given a corpus of unlabeled instructional videos, we generate training samples without

supervision by randomly segmenting each video into 𝑀 clips of length 𝑡 (which may

overlap) to obtain a corpus of clips. The number of clips per video, 𝑀 , is the same

for all videos irregardless of video length. This procedure allows us to sample clips

without supervised annotation (i.e., segmenting based on ASR transcripts.) As a

result, it is applicable to instructional videos in languages not supported by ASR, and

it enables greater flexibility to vary the number and length of clips in the resulting

dataset. Although unsupervised clip selection may result in silent or non-salient clips,

our experimental results in Section 3.3.4 show our model performs comparably whether

trained on randomly sampled clips or on clips determined by ASR boundaries.

3.2.2 Training

We train AVLnet on the instructional YouTube videos from the HowTo100M [50]

dataset. The HowTo100M dataset provides video clip segmentations according to time

intervals of each video’s ASR transcript and captions each clip with the text from its

transcript. However, to reduce the amount of supervision in our method, we train

AVLnet on the video and audio from randomly segmented clips.

3.2.3 Implementation Details

In the AVLnet audio branch, the audio input is represented as a log Mel filterbank

spectrogram. We use a 16 kHz sampling rate, 25 ms Hamming window, 10 ms window

stride, and 40 Mel filter bands. For the 2D and 3D visual feature extractors, we

use the pretrained models from PyTorch [62] and feature extraction implementation

provided by Miech et al. [50]. When training AVLnet, we do not update the weights

of the 2D and 3D feature extractors due to GPU memory limitations. We use a batch

of 𝑁 = 128 videos, and sample 𝑀 = 32 clips per video, each 𝑡 = 10 seconds long.
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We minimize the MMS loss with Adam [41] using a learning rate of 1e−3 and fix

the margin hyperparameter 𝛿 = 0.001. We train each model on 2 V100 GPUs for

30 epochs, which takes approximately 2 days. For fine-tuning on the variable length

video clips in the YouCook2, CrossTask, and MSR-VTT datasets, we crop or pad the

audio up to 50s in YouCook2 and CrossTask, and 30s for audio in MSR-VTT.

3.3 Experiments

3.3.1 Downstream Tasks

Image Retrieval. AVLnet is designed to learn from freely-available, uncurated, and

noisy instructional videos that exist in the real world, as opposed to manually collected

and annotated spoken caption datasets. Nonetheless, both data sources are focused

on descriptive speech of visual scenes, so it could be expected that learning from

instructional videos would provide a relevant initialization for learning from images

and spoken captions. Therefore, we train AVLnet on HowTo100M videos and fine-tune

it on images and spoken captions. We evaluate the performance on audio to image and

image to audio retrieval tasks. We compute the similarity between a spoken caption

and image as the dot product of their embedding vectors.

Video Retrieval. We evaluate our model on video clip retrieval (audio to video)

and language retrieval (video to audio) tasks, which measure how well the model can

retrieve content in one modality based on a query in the other modality. This follows

prior work on audio to video retrieval on YouCook2 [10]. This procedure tests our

model’s capability for video search directly using audio and spoken queries, without

needing to transcribe speech in the query to text. We report results in the zero-shot,

fine-tuned, and no-pretraining settings. We compute the similarity between an audio

sample and visual sample as the dot product of their embedding vectors. The ground

truth pairing between the visual sample and audio sample of a video clip are used

as the true labels. In other words, for audio to video retrieval, the result for a query

audio sample is correct when its corresponding visual sample is within the top 𝑁 most

33



Table 3.1: Image retrieval on the Places Audio Caption dataset.

Method Audio to Image Image to Audio
R@1 R@5 R@10 R@1 R@5 R@10 Avg R@10

Random 0.1 0.5 1.0 0.1 0.5 1.0 1.0
Harwath et al. [29] 27.6 58.4 71.6 21.8 55.1 69.0 75.3
Harwath et al. [27] - - - - - - 79.4
Ours, AVLnet 44.8 79.9 86.4 42.8 76.2 84.8 85.6

similar visual samples.

3.3.2 Datasets

Images and Spoken Captions: We fine-tune and evaluate our model on the Places

Audio Caption dataset [28]. The dataset contains 400k images from the Places205

dataset [87] paired with 1,000 hours of unscripted spoken captions. Following prior

work [27,29], we evaluate performance on the validation set of 1,000 image and spoken

caption pairs. To pre-process the data, we follow the procedure in Harwath et al. [28].

Images are cropped to 224 by 224 pixels, while audio samples are sampled at 16 kHz,

padded or cropped to 20s, and processed into spectrograms using a 25 ms Hamming

window, 10 ms window stride, and 40 Mel filter bands.

Videos: We fine-tune and evaluate our model on two instructional video datasets:

YouCook2 [88] and CrossTask [89]. While YouCook2 contains cooking videos, CrossTask

contains a wider range of instructional videos. We also fine-tune and evaluate on

MSR-VTT [83] which contains general YouTube videos. We use the human-annotated

clips defined in each dataset: 9,586 train clips and 3,350 validation clips for YouCook2,

17,840 train clips and 2,819 validation clips for CrossTask, and 6,783 train clips and

968 test clips for MSR-VTT. The full dataset details are in Chapter 2.

3.3.3 Comparison to State-of-the-Art

Image Retrieval. In this experiment, we train AVLnet on HowTo100M using the

2D CNN features, so the model can be fine-tuned on the downstream images without

any modifications. During fine-tuning on Places, we update the weights of the visual

encoder instead of keeping it frozen as in training on HowTo100M. In Table 3.1, we
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Table 3.2: Video retrieval results. Models trained on: 1. target dataset only; 2.
HowTo100M only; 3. HowTo100M and target dataset. A→V = Video Clip Retrieval;
V→A = Language Retrieval.

Method
YouCook2 CrossTask MSR-VTT

A→V V→A A→V V→A A→V V→A
R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

Random 0.03 0.15 0.3 0.03 0.15 0.3 0.04 0.18 0.35 0.04 0.18 0.35 0.1 0.5 1.0 0.1 0.5 1.0

1. Boggust et al. [10] 0.5 2.1 3.4 0.6 2.2 3.7 0.4 1.9 3.7 0.6 2.8 5.7 1.0 3.8 7.1 1.8 4.5 8.1
1. Arandjelović et al. [7] 0.3 1.9 3.3 0.5 2.0 3.7 0.4 2.5 4.1 0.7 4.5 9.8 1.3 4.3 8.2 0.3 2.5 6.6
1. Ours, AVLnet 0.7 2.3 3.9 0.8 3.0 4.9 0.7 2.4 4.6 0.5 5.2 11.0 0.9 5.0 9.0 0.8 4.6 8.1

2. Boggust et al. [10] 6.8 22.4 31.8 7.9 23.8 32.3 5.5 18.7 28.3 5.2 18.2 27.6 7.6 21.1 28.3 9.3 20.7 28.8
2. Arandjelović et al. [7] 13.6 31.7 41.8 12.9 33.0 42.4 7.3 19.5 27.2 7.5 19.4 27.2 12.6 26.3 33.7 11.9 25.9 34.7
2. Ours, AVLnet 27.4 51.6 61.5 27.3 51.2 60.8 11.9 29.4 37.9 10.8 27.3 35.7 17.8 35.5 43.6 17.2 26.6 46.6

3. Boggust et al. [10] 8.5 26.9 38.5 9.9 30.0 41.1 6.6 20.8 31.2 6.0 21.5 31.4 10.3 27.6 35.9 11.8 29.0 38.6
3. Arandjelović et al. [7] 17.4 39.7 51.5 19.0 43.4 53.9 9.5 25.8 36.6 11.1 28.9 40.7 16.2 32.2 42.9 15.4 34.9 45.0
3. Ours, AVLnet 30.7 57.7 67.4 33.0 58.9 68.4 13.8 34.5 44.8 15.5 37.0 52.9 20.1 40.0 49.6 22.0 41.4 50.3

compare prior state-of-the-art models trained only on Places [27,29] to AVLnet trained

on HowTo100M and fine-tuned on Places. Our method achieves large gains over prior

results, showing AVLnet learns a relevant initialization that transfers to the images

and captions in Places.

Video Retrieval. We compare AVLnet to prior audio-video models proposed for

video clip retrieval in non-instructional contexts. The model from Boggust et al. [10]

only uses the center image frame from each video clip during training and inference.

The model from Arandjelović et al. [7] is trained with a binary cross-entropy loss.

Compared with AVLnet, it does not use non-linear gating and uses an embedding

dimension of 128 instead of 4096. For fair comparison, we train all models on

HowTo100M, and, since the prior models each use different visual and audio pipelines,

we change them to work with our 2D/3D visual features and deep audio network.

Table 3.2 shows the results for audio to video retrieval and video to audio retrieval on

YouCook2, CrossTask, and MSR-VTT in the zero-shot, fine-tuned, and no-pretraining

settings. Our method outperforms the baseline models, especially in the zero-shot and

fine-tuned settings. We also note that training on HowTo100M significantly improves

the performance compared with training only on the target dataset, including on

MSR-VTT which contains general YouTube videos.
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3.3.4 Ablation Studies

We evaluate our design choices via ablation studies comparing each model’s video

clip retrieval on YouCook2 and CrossTask (Table 3.3). Given the computational

requirements of HowTo100M, we train for 15 epochs with a batch size of 64. First,

we compare projections and find non-linear feature gating outperforms both linear

and non-linear projection heads [12]. Next, we evaluate loss functions. MMS [37]

outperforms MIL-NCE [47], Binary Cross Entropy [6], Max-Margin Ranking [50], and

InfoNCE [59]. For MIL-NCE, we defined neighbors as the nearest non-overlapping

10s clips. For InfoNCE, we used negative samples from both within the same video

and others. MIL-NCE, initially proposed for text-video models, performs the worst,

suggesting loss functions designed for text may not transfer well to audio.

We also find AVLnet performs better when trained on both 2D and 3D visual

features. AVLnet performs similarly when trained on random vs. ASR-defined clips,

indicating our approach reduces supervision while maintaining performance.

Finally, we assess HowTo100M clip length and find it has a large effect on retrieval

performance. While we propose 10s, speech-image models [28, 29] use spoken captions

that are typically 20s, and text-video models [47] use ASR-defined clips that average

4s. We find 10s outperforms 2.5, 5, and 20s, suggesting short clips may not contain

speech relevant to the visuals, whereas long clips may contain too many audio-visual

concepts.

3.3.5 Retrieving Speech versus Non-Speech Sounds

To identify the audio cues AVLnet uses for retrieval, we investigate performance in the

absence and presence of speech. We create two distinct evaluation sets: one containing

videos without speech and one with speech. To assign videos to each set, we identify

the number of words in each YouCook2 validation video clip via ASR [1]. We create

a new evaluation set, Sounds-241, containing the 241 clips without a detected word.

We randomly sample 241 clips with at least one word detected to create another

evaluation set: Speech-241. AVLnet achieves higher retrieval performance on Speech-
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Table 3.3: AVLnet ablation study video clip retrieval (R@10). YC=YouCook2;
CT=CrossTask; ZS=zero-shot; FT=fine-tune.

Study Configuration YC-ZS YC-FT CT-ZS CT-FT

Projection
Heads

Linear 44.2 53.0 28.4 35.7
Non-Linear 47.8 57.6 30.6 38.4
Gating 54.3 63.0 33.0 43.6

Loss
Function

MIL-NCE 24.8 29.6 15.2 22.1
Max-Margin 27.4 39.1 18.7 30.1
Binary Cross Entropy 46.2 54.6 28.4 41.3
InfoNCE 51.6 60.5 31.9 41.9
MMS 54.3 63.0 33.0 43.6

Clip Sampling /
Visual Features

I. 2D features only 51.6 57.9 32.6 37.9
II. ASR clips 57.6 62.8 34.6 44.5
AVLnet 54.3 63.0 33.0 43.6

Clip Duration

2.5s 23.1 46.1 20.6 36.4
5s 41.2 55.2 30.2 41.4
10s 54.3 63.0 33.0 43.6
20s 40.9 52.6 24.5 35.3

Table 3.4: Speech vs. non-speech retrieval results (R@10).

Method Speech-241 Sounds-241
A→V V→A A→V V→A

AVLnet zero-shot 88.0 88.0 32.4 33.6
AVLnet fine-tuned 92.5 91.7 44.0 46.8

241 (Table 3.4), suggesting our model is particularly effective when speech is present

and supporting its application to speech to video search. The performance on Sounds-

241 is far above chance, where chance performance is 4.1% R@10, demonstrating

AVLnet also detects relevant cues in natural sounds.

3.3.6 Qualitative Retrieval Results

To better understand the performance gains AVLnet achieves over baseline methods,

we analyze retrieval examples from our AVLnet model fine-tuned on YouCook2. We

show retrieval examples from the YouCook2 validation set in Figure 3-3. We find the

retrieved results display high semantic similarity to salient content in the query. For

example, in the top row of Figure 3-3, the query audio contains speech instructing

viewers to mix together flour and other dry ingredients, and all the retrieved videos

show bowls of flour mixtures. The same is true for audio retrieval where, in the third

row of Figure 3-3, the query video clip shows oil spread on bread and the retrieved
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Figure 3-3: Video (top) and audio retrieval (bottom) results from AVLnet fine-tuned
on YouCook2. Video clips are represented as their center frame, and audio clips are
represented as their waveform and ASR transcript. The correct match is highlighted.

audio contains the words ‘bread’ and ‘spread’. This semantic relationship persists

even when the correct clip is not the top result. In the bottom row of Figure 3-3, the

correct clip is not recalled in the top five results, yet the video and retrieved audio are

both related to cooking meat. Further, we find AVLnet has learned to relate natural

sounds to salient video clips. The second row of Figure 3-3 shows an audio query

containing only sizzling sounds. Since there was no speech, the ASR system fails,

but our model retrieves video clips of frying oil. These results suggest our model has

learned the semantic relationships between speech, natural sounds, and visual content,

and support its application to video search directly using audio without transcribing

speech.

We show additional video and audio retrieval examples from AVLnet fine-tuned on

YouCook2 (Figures 3-4 and 3-5) and from AVLnet fine-tuned on CrossTask (Figures 3-

6 and 3-7). Consistent with our previous findings, AVLnet retrieves clips that are

semantically similar to the query clip, regardless of dataset. In the YouCook2 examples,

given an audio query instructing viewers to add ingredients to the blender (Figure 3-4a)

AVLnet recalls video clips of blenders, and given a video clip making hamburger patties

(Figure 3-5b) AVLnet recalls audio segments discussing burgers. We find similar results

on the CrossTask dataset where, given an audio query “lightly tighten the lug nuts

clockwise” (Figure 3-6b), AVLnet retrieves video clips tightening lug nuts on tires, and

given a video query displaying cut lemons AVLnet retrieves audio segments about
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lemons (Figure 3-7a). The similarity between queries and retrieved clips persists even

when the correct result is not in AVLnet’s top 5 results (Figures 3-4c, 3-5c, 3-6c, and

3-7c). For instance, in Figure 3-4c, given an audio query about chopping green onions,

AVLnet does not recall the correct clip in the top 5 results, but recalls other highly

related clips of chopping green onions. Overall, these results suggest AVLnet has

learned to relate semantically similar audio and video channels of videos.

3.4 Chapter Summary

In this chapter, we present a self-supervised method for learning audio-video repre-

sentations from instructional videos. Whereas prior audio-video work mainly focuses

on sound localization, our goal is to relate spoken words to visual entities. We in-

troduce the AVLnet model that learns directly from raw video, reducing the need

for spoken or text annotations. We establish baselines on video retrieval tasks on

YouCook2, CrossTask, and MSR-VTT and achieve state-of-the-art performance on

image retrieval tasks on the Places Spoken Caption dataset. Finally, we show AVLnet

learns audio-visual concepts by relating speech and sound to visual objects. In the

following chapter, we explore methods for incorporating text into the model.
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(a) Video clip retrieval examples for clips retrieved correctly (𝑅@1).

and a season my griddle I like these little better he can
use hands free oil like I got a high temps actually here so
what won't melt on to the great

Audio Query Top 5 Recalled Videos

ingredients to blunder lay down and pulls for thirty seconds

you're going to put it into a four hundred to four fifty
degree oven and you know put it in there for about ten
minutes until the cheese gets nice and bubbly and melted

(b) Video clip retrieval examples for clips retrieved in the top 5 results (𝑅@5).

here amounting to tablespoons of water with two
tablespoons of olive oil

Audio Query Top 5 Recalled Videos

then simply cook the bacon and the birth is one a medium
hot barbecue place someone there about half done just
place the

first Philly potatoes in in three good sized flowery
potatoes than the home phone call if you've

(c) Video clip retrieval examples for clips not retrieved in the top 5 results (𝑅 > 5).

Figure 3-4: Additional video clip retrieval examples from the YouCook2 validation set.
Each row displays the top recalled video clips (shown as each clip’s center frame) to
the given audio (shown as its waveform and ASR transcript). The ASR transcripts
contain mistakes, but are only used for visualization given AVLnet operates on raw
audio. The correct match is highlighted.
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(a) Language retrieval examples for clips retrieved correctly (𝑅@1).
Video Query

and all I'm going to do is cook my pasta
according to package directions I'm using an
induction range which is really handy because

pull some boiling water over two hundred fifty
grams of egg noodles and we do not give miss
was great for this knowing that just often

Top 3 Recalled Audio Segments

in cold water and bring to a boil because that
starts to break them down more than if you
just put them in boiling water you want to

and the only one all confused with garlic so
using the same

the cardamom cloves and gonna put two chopped garlic cloves into the
olive oil and just give them a

added the vegetables everything but the bean
sprouts add the bean sprouts and later because
you want them to stay crisp and crunchy

to minutes then stir in and you're saving the
drive

seconds and then toss in the green onions a
few more seconds and it's ready to

(b) Language retrieval examples for clips retrieved in the top 5 results (𝑅@5).
Video Query

fried I'm going to put this into a glass
baking dish I'm using a seven by eleven I
think baking dish you can use a nine by

at nine by thirteen inch baking dish with
cooking spray then

Top 3 Recalled Audio Segments

quarter macaroni into a baking pan or baking
dish and while that's still warm at one or two
tablespoons of butter and a little bit of salt

net to cut out the burgers I'm just using a
glossy up you can use a small cookie cutter to
look when you want to cut them too so it's a

you look now I'm just giving these people what
season with some salt and

so cut one of those many roles in high off the
burger cheese and bacon on top Boulevard
barbecue sauce a cherry tomato or a bit of

and then place it any big safe pan and add
some tomato sauce

you want to lay it all on some marinara sauce
on each one of your chicken parmesan notices
my homemade marinara sauce it is my spaghetti

down I'm gonna turn the heat back to medium
low and place the personally separating now
what I'm gonna do is lay the cheddar cheese

(c) Language retrieval examples for clips not retrieved in the top 5 results (𝑅 > 5).
Video Query

medium high heat here and I'm gonna put in
about a quarter of an inch or so of extra
virgin olive oil in the bottom of that and I'm

not hot yes we'll put a little peanut oil in
here swirls around group

Top 3 Recalled Audio Segments

some cooking oil good and we've gone to our

three hundred milliliters of ice water into
the floor just until incorporated be careful
not to over mix or better small lumps result

stir to combine store in one egg and one Cup
of milk it's best to refrigerate the batter
before dipping the

add two teaspoons of baking soda into the
mixture and stir until the baking soda is well
blended

now I just want to cuddle strip since two then
cut it down and let's see let's cut this and
have a swell and then just that and maybe make

this really is an awesome summertime dish so
the first thing we're doing is we're taking a
cucumber and we cut it a little bit less than

cut a large zucchini into three parts sliced
lengthwise and cut into matchsticks will be
adding some baby spinach later but there's no

Figure 3-5: Additional audio retrieval examples from the YouCook2 validation set.
Each row displays the top recalled audio segments (shown as each segment’s waveform
and ASR transcript) to the given video (shown as its center frame). The ASR
transcripts contain mistakes, but are only used for visualization given AVLnet operates
on raw audio. The correct match is highlighted.
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(a) Video clip retrieval examples for clips retrieved correctly (𝑅@1).

we're gonna take our bread and dip into egg mixture make
sure each side get a good coating

Audio Query Top 5 Recalled Videos

wrench are located in the rear storage compartment

hall and slices strawberries them

(b) Video clip retrieval examples for clips retrieved in the top 5 results (𝑅@5).

lightly tighten the lug nuts clockwise

Audio Query Top 5 Recalled Videos

I've got to go so we'll cut those off slices in half

half Cup of granulated sugar

(c) Video clip retrieval examples for clips not retrieved in the top 5 results (𝑅 > 5).

so the car lands gently on the Jack stands

Audio Query Top 5 Recalled Videos

is just starting to smoke

centimeter in order to be accepted into the main back to
the store by cutting two different services first and not
the time using a minute so that you could also use a hand
so projects so depending on what you have available

Figure 3-6: Additional video clip retrieval examples from the CrossTask validation set.
Each row displays the top recalled video clips (shown as each clip’s center frame) to
the given audio (shown as its waveform and ASR transcript). The ASR transcripts
contain mistakes, but are only used for visualization given AVLnet operates on raw
audio. The correct match is highlighted.
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(a) Audio retrieval examples for clips retrieved correctly (𝑅@1).
Video Query

four medium sides lemons okay now if you can't
find medium size limits and you can only find
a couple big lemons or a bunch of small ones

lemon I washed eleven okay I'm going to slices
lemon and put in the lemon slices and then go
to the other day and then and I'm also going

Top 3 Recalled Audio Segments

freshly squeezed just FY I so what should be
done squeezing all of the limits it does take
a

kind of how you live alone given a good shake
thrown in the French writer and we'll check on
these in a few

pickles will forget these pickles in here now
should be a little more organized before just
a drop in the Miller family get these pickles

for this over each of these now I am using
canning jars with this I'm not gonna be
canning it so you can use whatever kind of

okay let's imagine you wanna go a bit higher
just place the Jack under the room stand and
raise it to the desired height

lowering the Jack is just opposite of raising
the Jack instead of going right we're going
left and as you can tell

little space to work with but as soon as I get
this looked it up I will put that Jackson
under there and I will be right back all right

(b) Audio retrieval examples for clips retrieved in the top 5 results (𝑅@5).
Video Query

plate and serve with the bananas and sauce
over as your Serra speaking dass of powdered
sugar if you'd like that's ready to enjoy

took the pancakes with maple syrup in any
other of your favorite toppings seem you
further if you try out this recipe I

Top 3 Recalled Audio Segments

you should get about six or seven pancakes out
of this race a basic continue

reinstall the lug nuts with the cone shaped
and toward the wheel

lightly tighten the lug nuts lightly tighten the lug nuts clockwise

step one sift the plain flour and
confectioner's sugar into the ball

sift in your now we are adding the shifted flower in three
parts

(c) Audio retrieval examples for clips not retrieved in the top 5 results (𝑅 > 5).
Video Query

take my state some kosher salt on here some
coarse salt both sides now for half hour

the room during this time also with some
coarse salt on both sides the school season
intend the right

Top 3 Recalled Audio Segments

they've come up to room temperature sprinkle
the stakes with freshly ground pepper and salt
he can also brush them with olive oil now if

and mix them together mix mix together these ingredients

and then adding the cake and now that the cake has cooled I'm starting
to put together so you just take someone
answer

cake so that way when you cut them like that
cake will lay flat

Figure 3-7: Additional audio retrieval examples from the CrossTask validation set.
Each row displays the top recalled audio segments (shown as each segment’s waveform
and ASR transcript) to the given video (shown as its center frame). The ASR
transcripts contain mistakes, but are only used for visualization given AVLnet operates
on raw audio. The correct match is highlighted.
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Chapter 4

AVLnet-Text: Learning from Audio,

Video, and Text

In the previous chapter, we showed that the audio-video AVLnet model is able to learn

visually grounded language without text captions. Learning without text captions is

desirable since ASR is only supported for less than 2% of the world’s spoken languages

and manually annotating videos with captions is expensive and time-consuming.

However, many existing video datasets already have text captions. Therefore, in this

chapter we introduce a text branch into the AVLnet model to process text. We refer

to the resulting class of models as AVLnet-Text. We propose two ways to incorporate

the text branch into the AVLnet model with two corresponding training losses. We

compare our approach with previous text-video models on several standard video and

language datasets: YouCook2 [88], MSR-VTT [83], and LSMDC [64]. Finally, we show

that AVLnet trained without text captions on HowTo100M can perform retrieval with

text on the downstream datasets in both the zero-shot and fine-tuned settings, which

suggests that the audio representations can be adapted with text representations

from only a small amount of text captions. Some of the results in this chapter were

presented in Rouditchenko et al. [65].
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4.1 Technical Approach

4.1.1 Text Processing

To incorporate text into AVLnet, we add a third branch that processes the text caption

from each video clip. We first extract word embeddings using a GoogleNews pretrained

Word2Vec model [51] from a text feature extraction pipeline [50]. Following the design

of the AVLnet audio and video branches, the word embeddings are max-pooled over

the words in each clip’s text caption. We integrate the resulting text embedding

vector into AVLnet in two different ways, as discussed in the following sections. The

differences are illustrated in Figure 4-1. Although our text model is shallower than

recent transformer architectures, a study of deeper text models for learning a text-video

embedding found little improvement over this simple text model [47].

4.1.2 Independent Tri-Modal Branch Architecture

In this architecture, which we denote as AVLnet-Text-Tri, we keep the text, audio,

and video branches separate and apply gating to each branch independently. The

motivation for this architecture is to learn a shared embedding space where any two

modalities can be compared. For a given clip, we apply non-linear gating to the

max-pooled word embedding vector t as follows:

ℎ(t) = (𝑊 𝑎
1 t + 𝑏𝑡1) ∘ 𝜎(𝑊 𝑡

2(𝑊
𝑡
1t + 𝑏𝑡1) + 𝑏𝑡2) (4.1)

Where ℎ(t) is the output 4096-dimensional embedding vector, 𝑊 𝑡
1,𝑊

𝑡
2 matrices and

𝑏𝑡1, 𝑏
𝑡
2 vectors are learnable parameters, ∘ denotes element-wise multiplication, and

𝜎 is the element-wise sigmoid activation. We apply the MMS loss over each of the

modality pairs (audio-video, audio-text, and video-text), and the branches are jointly

optimized through the sum of these three losses, as follows:

ℒ𝑇𝑅𝐼(𝑓(v), 𝑔(a), ℎ(t)) = ℒ𝑀𝑀𝑆(𝑓(v), 𝑔(a)) + ℒ𝑀𝑀𝑆(𝑔(a), ℎ(t)) + ℒ𝑀𝑀𝑆(𝑓(v), ℎ(t))

(4.2)
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Figure 4-1: We integrate text into the AVLnet model in two different ways. The
AVLnet-Text-Tri architecture keeps the text branch separate and projects all three
modalities into a shared embedding space. The AVLnet-Text-Fused architecture fuses
the audio and text branches into a language branch to learn a shared embedding space
between the visual and language (audio-text) modalities.

where ℒ𝑀𝑀𝑆 is defined in Equation 3.3.

4.1.3 Audio-Text Fused Architecture

In this architecture, which we denote as AVLnet-Text-Fused, we fuse the outputs

of the audio and text branches before non-linear gating due to the complementary

language information in the raw audio and text. Specifically, instead of applying the

non-linear gating solely to the audio embedding vector (as in Equation 3.2), we apply
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the gating to both the audio and text embedding vectors as follows:

𝑔(a, t) = (𝑊 𝑎
1 a +𝑊 𝑡

1t + 𝑏𝑎+𝑡
1 ) ∘ 𝜎(𝑊 𝑎+𝑡

1 (𝑊 𝑎
1 a +𝑊 𝑡

1t + 𝑏𝑎+𝑡
1 ) + 𝑏𝑎+𝑡

2 ) (4.3)

where 𝑔(a, t) represents the output language embedding vector combining speech

and text information, 𝑊 𝑎
1 ,𝑊

𝑡
1,𝑊

𝑎+𝑡
1 matrices and 𝑏𝑎+𝑡

1 , 𝑏𝑎+𝑡
2 vectors are learnable

parameters, ∘ denotes element-wise multiplication, and 𝜎 is the element-wise sigmoid

activation. To train this model, we optimize the following loss:

ℒ𝐹𝑈𝑆𝐸𝐷(𝑓(v), 𝑔(a, t)) = ℒ𝑀𝑀𝑆(𝑓(v), 𝑔(a, t)) (4.4)

where ℒ𝑀𝑀𝑆 is defined in Equation 3.3. The audio sample and text caption from each

video clip are treated as inseparable and are sampled together.

4.2 Experiments

We train AVLnet-Text-Tri and AVLnet-Text-Fused on the instructional YouTube

videos from the HowTo100M [50] dataset. For these experiments, we used the video

clips defined by the time intervals of each video’s ASR transcript, and we use the

ASR text as the caption. We evaluate and fine-tune our models on the YouCook2 [88],

MSR-VTT [83], and LSMDC [64] datasets. Each dataset provides human-annotated

video clip boundaries and text summaries of the clips (full dataset details are in

Chapter 2). We evaluate our models on the video clip and language retrieval tasks, in

which a language query (text or text and audio) is used to retrieve video and vice versa.

The previous results [5,47,50] on these datasets mainly focus on text to video retrieval

(denoted by T→V). Some models [45, 85] also incorporate audio into the retrieval

task, where the audio is considered jointly with the video (denoted by T→A+V). To

compare with the prior work in this setting, we use the AVLnet-Text-Tri model. Since

the model is trained with a loss that encourages all three modalities to project into a

shared embedding space, we use the sum of the text-video and text-audio similarities

to retrieve the most similar videos to a given text caption. We also consider the
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setting where audio is integrated with text and both are used to retrieve visual clips

(denoted by T+A→V). For this evaluation, we use the AVLnet-Text-Fused model. It

is also possible to use the AVLnet-Text-Tri model for this evaluation, however, we

found that that it typically performed worse than AVLnet-Text-Fused in this setting.

We use the standard recall metrics R@1, R@5, R@10, and the median rank (Md.

R). For AVLnet-Text-Tri, the hyperparameters are the same as AVLnet, except we

increased the batch size to 256, increased the learning rate to 2.5e−4, used a larger

embedding size of 6144, and used a clip length of 8 seconds instead of 10 seconds. For

AVLnet-Text-Fused, the hyperparameters are also the same as AVLnet, except we

used a smaller batch size of 64 and smaller learning rate of 1e−4. We trained both

models for 15 epochs, using 4 V100 GPUs for AVLnet-Text-Tri and 2 V100 GPUs for

AVLnet-Text-Fused.

4.2.1 Video Retrieval Results

The retrieval results on YouCook2, MSR-VTT, and LSMDC are shown in Table 4.1.

In general, the models that incorporate audio typically perform better than those that

do not. The improvement in performance when incorporating audio is more significant

on YouCook2 and MSR-VTT than LSMDC, since the audio and visual channels in

movies often have little salient alignment. AVLnet-Text-Fused typically outperforms

AVLnet-Text-Tri in terms of recall metrics on all datasets, but the retrieval setups differ

(T+A→V versus T→A+V). On YouCook2, both AVLnet-Text models outperform the

previous state-of-the-art models, however, none of the previous models incorporated

audio. On MSR-VTT, AVLnet-Text-Tri outperforms the previous state-of-the-art that

incorporated audio [45]. On LSMDC, AVLnet-Text-Tri is on-par with the previous

state-of-the-art model, achieving a higher R@1 result. We note that the results were

current as of the original development of this work (June 2020), since then, there has

been much progress on these datasets (especially MSR-VTT).
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4.2.2 Training with Text in a Low-Resource Scenario

In this experiment, we explore a scenario where obtaining text annotations during

training is expensive, but text exists or can be obtained for smaller evaluative datasets

or real world applications. We train the audio-video AVLnet model on HowTo100M

without text, and fine-tune/evaluate it with the audio, video, and text from YouCook2,

MSR-VTT, and LSMDC. We integrate text into the model following the AVLnet-

Text-Fused architecture design, and evaluate the model in the T+A→V setting. The

results are shown in Table 3.3, where we compare the zero-shot and fine-tuned results

with AVLnet-Text-Fused. Despite being trained on HowTo100M without any text

and only fine-tuned with a small amount of text captions on the downstream datasets,

the model can perform retrieval with text surprisingly well in both the zero-shot and

fine-tuned conditions. AVLnet-Text-Fused still achieves higher results, indicating that

using ASR text captions during training on HowTo100M is beneficial. Nonetheless,

these results suggest that AVLnet learns language representations from speech, not

just natural sounds or voice characteristics, and that audio representations can be

adapted with text representations with only a small amount of text captions.

4.3 Chapter Summary

In this chapter, we incorporated a text branch into AVLnet to leverage the existing

text captions that already exist in many video datasets. The text branch produces a

text embedding vector by max-pooling over the word embedding representations of the

text in each video clip. The text branch is then incorporated into the AVLnet model

in two different ways, which offers flexibility in the retrieval capabilities. AVLnet-Text

achieves strong results on existing retrieval tasks on the YouCook2, MSR-VTT, and

LSMDC datasets. Further, we find that AVLnet trained without text on HowTo100M

can be adapted with text from the evaluation datasets, suggesting that AVLnet learns

audio representations that are complementary to text. This result encouraged us

to investigate the model’s abilities to learn representations from videos in another

language, which we describe in the next chapter.
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Table 4.1: Video clip and language retrieval results on YouCook2, MSR-VTT, and
LSMDC. The best bi-modal and tri-modal results are bolded. Mod=Modalities.

(a) YouCook2

Method Training Set Video Clip Retrieval - YouCook2 Language Retrieval - YouCook2
Mod. R@1 R@5 R@10 Md. R Mod. R@1 R@5 R@10 Md. R

Random — →V 0.03 0.15 0.3 1675 V→ 0.03 0.15 0.3 1675
Miech et al. [50] HT100M T→V 6.1 17.3 24.8 46 V→T 5.3 16.5 25.2 42
Miech et al. [47] HT100M T→V 15.1 38.0 51.2 10 — — — — —
Miech et al. [50] HT100M + YC2 T→V 8.2 24.5 35.3 24 V→T 7.2 22.8 34.3 24

AVLnet-Text-Tri HT100M T→A+V 19.9 36.1 44.3 16.0 V+A→T 28.5 53.7 65.3 6
AVLnet-Text-Tri HT100M + YC2 T→A+V 30.2 55.5 66.5 4 V+A→T 35.4 63.3 74.2 4

AVLnet-Text-Fused HT100M T+A→V 25.6 52.7 64.4 5 V→T+A 29.3 55.3 65.5 4
AVLnet-Text-Fused HT100M + YC2 T+A→V 33.2 61.0 71.5 3 V→T+A 34.0 62.4 72.5 3

(b) MSR-VTT

Method Training Set Video Clip Retrieval - MSR-VTT Language Retrieval - MSR-VTT
Mod. R@1 R@5 R@10 Md. R Mod. R@1 R@5 R@10 Md. R

Random — →V 0.1 0.5 1.0 500 V→ 0.1 0.5 1.0 500
Miech et al. [50] HT100M T→V 7.5 21.2 29.6 38 V→T 8.4 21.3 28.9 42
Amrani et al. [5] HT100M T→V 8.0 21.3 29.3 33 — — — — —
Miech et al. [47] HT100M T→V 9.9 24.0 32.4 29.5 — — — — —
Miech et al. [50] HT100M + MSR-VTT T→V 14.9 40.2 52.8 9 V→T 16.8 41.7 55.1 8
Amrani et al. [5] HT100M + MSR-VTT T→V 17.4 41.6 53.6 8 — — — — —

JSFusion [85] MSR-VTT T→A+V 10.2 31.2 43.2 13 — — — — —
CE [45] MSR-VTT T→A+V 20.9 48.8 62.4 6 V+A→T 20.6 50.3 64.0 5.3

AVLnet-Text-Tri HT100M T→A+V 8.3 19.2 27.4 47.5 V+A→T 8.7 19.6 25.1 45
AVLnet-Text-Tri HT100M + MSR-VTT T→A+V 22.5 50.5 64.1 5 V+A→T 22.5 50.8 63.9 5

AVLnet-Text-Fused HT100M T+A→V 19.6 40.8 50.7 9 V→T+A 19.7 43.0 54.9 8
AVLnet-Text-Fused HT100M + MSR-VTT T+A→V 27.1 55.6 66.6 4 V→T+A 28.5 54.6 65.2 4

(c) LSMDC

Method Training Set Video Clip Retrieval - LSMDC Language Retrieval - LSMDC
Mod. R@1 R@5 R@10 Md. R Mod. R@1 R@5 R@10 Md. R

Random — →V 0.1 0.5 1.0 500 V→ 0.1 0.5 1.0 500
Miech et al. [50] HT100M T→V 4.0 9.8 14.0 137 V→T 2.4 8.1 11.8 154
Amrani et al. [5] HT100M T→V 4.2 11.6 17.1 119 — — — — —
Miech et al. [50] HT100M + LSMDC T→V 7.1 19.6 27.9 40 V→T 6.6 17.8 25.9 50
Amrani et al. [5] HT100M + LSMDC T→V 6.4 19.8 28.4 39 — — — — —

JSFusion [85] LSMDC T→A+V 9.1 21.2 34.1 36 — — — — —
CE [45] LSDMC T→A+V 11.2 26.9 34.8 25.3 — — — — —

AVLnet-Text-Tri HT100M T→A+V 1.4 5.9 9.4 273.5 V+A→T 1.6 4.4 7.5 245.5
AVLnet-Text-Tri HT100M + LSDMC T→A+V 11.4 26.0 34.6 30 V+A→T 12.1 25.5 32.9 34

AVLnet-Text-Fused HT100M T+A→V 4.4 10.6 15.3 105.5 V→T+A 3.8 11.3 15.9 109
AVLnet-Text-Fused HT100M + LSMDC T+A→V 17.0 38.0 48.6 11 V→T+A 16.5 37.6 47.6 13

Table 4.2: Results on training with text in a low-resource scenario (R@10).
Mod=Modalities, Eval=Evaluation, ZT=Zero-shot, FT=Fine-Tune.

YouCook2 MSR-VTT LSMDC
HowTo100M Mod. Eval. & FT Mod. ZT FT ZT FT ZT FT

A, V T, A, V 49.3 66.3 37.0 59.7 10.4 44.4

T, A, V T, A, V 64.4 71.5 50.7 66.6 15.3 48.6
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Chapter 5

Cascaded Multilingual Audio-Video

Learning

5.1 Introduction

In Chapter 3, we introduced the audio-video AVLnet model and demonstrated its

ability to learn the relationships between raw speech audio and visual content in videos.

However, the model was only trained and evaluated on videos in English. In this

chapter, we demonstrate that the AVLnet model can learn multilingual audio-video

representations. It would be challenging to collect large-scale instructional video

datasets in other languages to train AVLnet given the significant engineering effort

required to download and process video datasets as large as HowTo100M. Furthermore,

there are currently fewer instructional videos available for other languages, especially

low-resource languages. To address these limitations, we propose a cascaded approach

that applies the AVLnet model trained on English videos to videos in Japanese. While

spoken audio captions of images already exist for Japanese [57] and Hindi [24], there are

no instructional video datasets similar in size to YouCook2 [88], a standard evaluation

dataset of instructional videos in English, in other languages. Therefore, we introduce

the YouCook-Japanese instructional video dataset. Applying our cascaded approach,

we show an improvement in retrieval performance of nearly 10x on YouCook-Japanese

compared to training on the Japanese videos solely. We also show that our cascaded
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Self-Supervised Training on Large-Scale English Videos

Japanese Spoken Caption
“男性 が 二人 写って いる 料理 を して いると
ころ の ようで 手前 の 男性 は エシャロットを
輪切りにしてそれにレモンジュースをかけてい

るところである”
(“There are two men. They seem to cook. 

The man in the front cuts shallot into round 
slices, and pours lemon juice on it.”)

Multilingual Image TransferMultilingual Video Transfer

Japanese Narration
“形 は 卵 の 温度 が 上がって くると ゆっく

り 溶けて いく ので このまま で”
(“The shape of the egg melts slowly as 

the temperature of the egg rises, so 
leave it as it is.”)

Multi-Modal 
Embedding Space

Hindi Spoken Caption
“कुछ बच्चे खाना पकात ेहुए एक रसोई घर में दखाई 

दे रहे हैं”
(“Some kids are seen in a kitchen cooking 

food.”)

fr
eq

time
English Narration

“Put them on the tray”

Figure 5-1: Given an audio-video model (AVLnet) trained on videos in English, we
transfer the representations to videos in Japanese. We also transfer the representations
to images and spoken captions in Japanese and Hindi.

approach can work as a bridge between English instructional videos and spoken audio

captions of images in Japanese and Hindi. Given the AVLnet model trained on English

videos, we fine-tune it on Japanese and Hindi spoken captions of images, achieving

state-of-the-art performance. Finally, we provide an analysis of the impact of the

amount of English training videos on downstream performance on both English and

Japanese videos.

5.2 Related Work

5.2.1 Multilingual Speech and Video Processing

Image and spoken caption models have been explored in the multilingual setting.

Harwath et al. [24] collected 100k Hindi captions of Places images and proposed a

bilingual audio-visual model. Building from this, Ohishi et al. [57] collected 100k

Japanese captions and proposed a trilingual model. Other work has proposed bilingual

models with synthetic spoken captions [31] and image text taggers [39], clustering
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for bilingual image-audio dictionaries [9], and pair expansion methods for learning

from multilingual captions of disjoint images [56]. Instead of learning from multiple

languages simultaneously, our approach is to learn from them one at a time in a

cascade.

Several multilingual video datasets have been introduced, such as How2 [67] and

VATEX [81] which contain parallel translations of English video captions in Portuguese

and Chinese. Instead of collecting parallel translations, Sigurdsson et al. proposed

versions of HowTo100M in Japanese, French, and Korean [69]. Thus far, all of the

methods proposed on these datasets rely on text captions. Instead, we use AVLnet to

learn from videos using speech audio and without requiring text.

Finally, multilingual ASR is a well-established research area. Methods include

simultaneous training on multiple languages [13,16,36,40] and cascaded approaches in

which representations learned from one language are used as initialization to learn from

other languages [22,76]. Our approach is similar in spirit to the cascaded methods,

but it only requires audio-visual data without transcripts.

5.3 Technical Approach

5.3.1 Videos

Our goal is to learn audio-visual representations for videos in languages other than

English using AVLnet. AVLnet is trained through a contrastive loss to discriminate

between temporally aligned audio-video pairs and temporally mismatched pairs from

both within the same video and from other videos. This results in an audio-video

embedding space which colocates semantically similar audio and visual inputs. Since

AVLnet does not require any annotations besides the raw video data, we only assume

that a set of videos in the target language is given, but without any additional

annotation. One approach is to simply train AVLnet only on the target videos in the

new language. However, we find that a large number of videos, typically hundreds

of thousands, is necessary to learn strong representations from scratch, and there is
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simply not enough videos in downstream datasets such as YouCook2 to train the model

from scratch. Therefore, our proposed approach is simple: given the AVLnet model

trained on English HowTo100M videos, we apply it to videos in Japanese by directly

fine-tuning it on the Japanese videos. This represents a cascade since the model only

learns from videos in one language at a time (ie. first English, then Japanese).

YouCook-Japanese. There are currently no other instructional video datasets in

other languages similar in size to YouCook2. Therefore, we collected a dataset of

Japanese cooking videos, and call it YouCook-Japanese to indicate the similarity in

content and size to YouCook2. As a starting point, Sigurdsson et al. [69] proposed a

version of HowTo100M in Japanese with approximately 300k videos. We followed the

steps to download Japanese instructional videos from YouTube, except we limited the

search to cooking videos only. We used a CNN-based audio segmentation toolkit [18]

to segment the videos into clips containing speech, and then filtered the clips to be at

least 5s and at most 50s. To make the dataset similar in size to YouCook2, we selected

10k random clips for training, 3k clips for validation, and 3k clips for evaluation, with

the constraint that each video can only appear in one set. The training set contains

737 videos, the validation set contains 224 videos, and the evaluation set contains 213

videos.

5.3.2 Images and Spoken Captions

Since instructional videos and spoken captions of images both contain descriptive

audio of visual scenes, our cascaded approach is also applicable to images and spoken

captions. Specifically, we use the AVLnet model trained on HowTo100M videos and

fine-tune it on the spoken captions and images in the Places Audio Caption Dataset

in Japanese and Hindi. For these experiments, we train AVLnet using only the 2D

features in the visual branch so that the model can work on both videos and images.
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Table 5.1: Video retrieval on YouCook2 Videos (YC-EN) and YouCook-Japanese
videos (YC-JP). HT100M=HowTo100M.

(a) English YouCook2 Videos (YC-EN)

AVLnet Train Data Video Clip (A→V) Language (V→A)
R@1 R@5 R@10 R@1 R@5 R@10

Random 0.03 0.15 0.3 0.03 0.15 0.3

YC-EN 0.7 2.3 3.9 0.8 3.0 4.9
HT100M 27.4 51.6 61.5 27.3 51.2 60.8
HT100M + YC-EN 30.7 57.7 67.4 33.0 58.9 68.4
HT100M + YC-JP 19.4 40.4 51.3 19.8 43.5 53.7

(b) YouCook-Japanese Videos (YC-JP)

AVLnet Train Data Video Clip (A→V) Language (V→A)
R@1 R@5 R@10 R@1 R@5 R@10

Random 0.03 0.17 0.33 0.03 0.17 0.33

YC-JP 0.7 2.4 3.8 0.5 1.8 3.0
HT100M 4.6 12.1 18.2 5.6 14.6 21.3
HT100M + YC-EN 5.1 13.2 18.9 5.6 14.5 20.7
HT100M + YC-JP 7.0 20.4 29.3 7.6 20.9 29.7

5.4 Experiments

5.4.1 Datasets

Videos. We use the following instructional video datasets: HowTo100M [50], YouCook2 [88],

and YouCook-Japanese. For YouCook2, we use 9,586 train clips and 3,350 validation

clips. We evaluate performance on audio to video clip retrieval and video clip to audio

retrieval. The full dataset details are in Chapter 2.

Images and Spoken Captions. We fine-tune and evaluate our model on the

Places Audio Caption dataset [28], which contains 100k images from the Places205

dataset [87] each with a spoken caption in Japanese [57] and Hindi [24]. We evaluate

the performance on audio to image and image to audio retrieval using the associated

evaluation set of 1k images and spoken captions.

5.4.2 Implementation Details

For training AVLnet on HowTo100M, we follow the details in Section 3.2.3. For

fine-tuning on video clips from YouCook2 and YouCook-Japanese, we use a batch size
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“は あるまい むしろ なんか 茶碗 とか 使って こんな 感じ で 盛り つけて いて ください はい 
卵 焼いて 行きます ので 強火 で 熱 して おり バター に 卵 さっき の 半分 の 量 流し 入れて 
下さい”
(“Rather, use a bowl or something like this and serve it like this. I will bake eggs. Heat 
them over high heat and pour half of the eggs into the butter.”)

“形 は 卵 の 温度 が 上がって  くると ゆっくり  溶けて  いく ので この

まま で”
(“The shape of the egg melts slowly as the temperature of the 
egg rises, so leave it as it is.”)

“少量 の 水 を かけて カボチャ が とっても 柔らかく なる まで 数分 です 電子 レ
ンジ で 加熱 僕 は カオス むちゃくちゃ 手 に 付く のが 凄い や だから 位相 加熱 
する 前 に 包丁 で その 川”
(“Sprinkle a small amount of water and it will take a few minutes for the 
pumpkin to become very soft. Heat in the microwave.”)

(a) YouCook-Japanese video retrieval after training on English HowTo100M videos and
without fine-tuning on YouCook-Japanese videos.

“ニンニク  と ナツメグ  エメンタール  チーズ  塩 コショウ  炒め 用 の 
バター  と”
(“Garlic and nutmeg Emmental cheese with salt and pepper 
butter for stir fry.”)

“三月 は 全力 を 使います ね はい それで バーベキュー チキン を 自分 出来上

がり はい そして 次 は ですね かな カレー の 唐揚げ した 事例 と して”
(“I'll do my best in March, yes, so the barbecue chicken is ready, yes, and 
next is an example of fried curry.”)

“はい こんな 感じ で ねえ 白菜 大根 きゅうり 長さ を 揃え まして ね マッチ 棒 ぐらい 
の 感じ で 切り そろえ ましたら こちら を ね ビニール 袋 など に 入れて”
(“Yes, like this. Cut Chinese cabbage, radish and cucumber to the same 
length. Cut them to the length of a matchstick and put them in a plastic bag.”)

(b) YouCook-Japanese video retrieval after training on English HowTo100M videos and
fine-tuning on YouCook-Japanese videos.

Figure 5-2: YouCook-Japanese video retrieval results with AVLnet - (a) zero-shot and
(b) after fine-tuning. Japanese ASR transcripts and English translations are shown,
but AVLnet only uses audio as input. Center frames of clips are shown, and the
correct match is in red.

of 256 clips and a learning rate of 1e−4. We pad the audio or crop it up to 50 seconds

in length. For fine-tuning AVLnet on images and spoken captions in Places, we either

keep the ResNet-152 model frozen or fine-tune it. We use a learning rate of 1e−3 for

the frozen setting and a learning rate of 1e−4 for the trainable setting.

5.4.3 Video Retrieval

YouCook2. Table 5.1a shows the video retrieval results on English YouCook2 videos.

We note that some of the YouCook2 results have already been presented in Table 3.2,

and we re-print them here for comparison with the results on YouCook-Japanese.

Training on HowTo100M significantly improves performance compared with training

only on YouCook2. In the zero-shot setting, ie. without fine-tuning on any YouCook2

videos, the model achieves strong retrieval performance, likely due to the similar
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instructional domain of HowTo100M and YouCook2 and shared language (English).

Performance further improves after fine-tuning on YouCook2 videos. The final row

of Table 5.1a shows that fine-tuning the model on YouCook-Japanese videos reduces

the performance on YouCook2, indicating that the model is sensitive to the language

present in the videos.

YouCook-Japanese. Table 5.1b shows the video retrieval results on YouCook-

Japanese videos. AVLnet’s performance when trained only on YouCook-Japanese

is similar to AVLnet’s performance on YouCook2 when trained only on YouCook2

videos, indicating that the two datasets are similar in difficulty. Using our cascaded

approach, we apply the AVLnet model trained on HowTo100M to the Japanese

videos which significantly improves performance. In the zero-shot setting, ie. without

fine-tuning, the retrieval performance is nearly 5x the performance compared with

training on YouCook2-Japanese only. This is surprising considering that the model

has only been trained on English videos. Fine-tuning the model on the Japanese

videos further increases the performance to nearly 10x the performance compared

with training on YouCook2-Japanese only. We also note that fine-tuning the model

on English YouCook2 videos instead of Japanese videos is comparable to the zero-shot

performance, further indicating that the model is actually sensitive to the language

present in the videos.

Qualitative results. Figure 5-2 shows qualitative YouCook-Japanese video retrieval

results. In the zero-shot setting, without fine-tuning on Japanese videos, the model

seems to perform retrieval using salient natural sounds, for example, sizzling sounds

or microwave beeps. After fine-tuning the model on YouCook-Japanese, the model

can handle more complex queries and retrieve video clips with specific ingredients

mentioned in the audio queries.

Varying the % of HowTo100M videos. In Figure 5-3, we show the video retrieval

performance when training AVLnet model with a smaller percentage of HowTo100M

videos. In Figure 5-3a, we use 10% or less of the HowTo100M videos, and in Figure 5-

3b we use between 10% and 100% of the videos. The plots show that performance

generally increases with the number of HowTo100M videos. However, the gap be-
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Table 5.2: Image retrieval on the Places Audio Caption dataset. No HT100M = No
training on HowTo100M (Model was trained on Places only).

(a) Places Audio Captions - Japanese

Method Audio to Image Image to Audio
R@1 R@5 R@10 R@1 R@5 R@10

Random 0.1 0.5 1.0 0.1 0.5 1.0
Havard et al. [31] 18.2 48.5 62.2 15.3 41.4 57.6
Ohishi et al. [56] 20.1 49.7 63.9 16.7 44.3 57.8
Ohishi et al. [57] 20.3 52.0 66.7 20.0 46.8 62.3

Ours, No HT100M 20.7 48.8 63.6 16.8 44.9 58.8
Ours, AVLnet 23.5 57.3 70.4 24.3 56.6 70.0

(b) Places Audio Captions - Hindi

Method Audio to Image Image to Audio
R@1 R@5 R@10 R@1 R@5 R@10

Random 0.1 0.5 1.0 0.1 0.5 1.0
Harwath et al. [24] 8.0 25.0 35.6 7.4 23.5 35.4
Havard et al. [31] 9.6 28.2 40.7 8.0 27.6 37.1
Ohishi et al. [56] 9.4 29.8 41.8 9.3 29.5 38.2
Ohishi et al. [57] 11.2 31.5 44.5 10.8 31.3 41.9

Ours, No HT100M 9.2 26.0 35.7 8.7 23.6 33.5
Ours, AVLnet 15.2 38.9 51.1 17.0 39.8 51.5

tween performance on English and Japanese videos is lower when 10% or less of the

HowTo100M videos are used.

5.4.4 Image Retrieval

Table 5.2 shows the retrieval results on the Places Audio Caption dataset in Japanese

and Hindi. For our cascaded approach, we fine-tune AVLnet trained on HowTo100M

videos to each language in Places independently. We compare our approach to the

state-of-the-art models for each dataset. While previous models are not trained on

HowTo100M videos, some of them [24,57] are trained on images with parallel spoken

captions in multiple languages. Our cascaded approach involves training on one

language at a time, achieving large gains over prior baselines. We also show the results

of training our model only on Places, without training on HowTo100M videos. The

results are significantly lower but comparable to the previous baselines, indicating
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Table 5.3: Comparison of frozen versus trainable image encoder for fine-tuning on the
Places Audio Caption dataset.

Language Frozen Audio to Image Image to Audio
Img. CNN R@1 R@5 R@10 R@1 R@5 R@10

English Yes 37.3 71.6 82.3 36.5 71.3 82.8
No 44.8 79.9 86.4 42.8 76.2 84.8

Japanese Yes 23.5 57.3 70.4 24.3 56.6 70.0
No 20.8 50.9 64.9 20.9 49.5 63.5

Hindi Yes 15.2 38.9 51.1 17.0 39.8 51.5
No 12.1 30.9 44.1 11.9 30.8 41.7

that training on HowTo100M videos is beneficial.

In Table 5.3, we show that the results on each language are sensitive to whether

the visual encoder (ResNet-152) was made trainable or kept frozen during fine-tuning.

The results were higher for English with a trainable encoder, while the results were

higher for Japanese and Hindi with a frozen encoder. We hypothesize that the 400k

images in the English set is enough data to train the ResNet-152 model, while the

100k images in the Japanese and Hindi set is not enough, and therefore it is better to

leave it frozen for Japanese and Hindi. Furthermore, given that the visual encoders are

also frozen during fine-tuning on videos, these results suggest that the visual branch is

more language independent than the audio branch, and that the audio branch needs

to be adapted to handle unseen languages.

5.5 Chapter Summary

In this chapter, we propose a cascaded approach to learn multilingual audio-visual

representations. Given the AVLnet model trained on English HowTo100M videos,

we fine-tuned and evaluated it on YouCook-Japanese videos and the images and

spoken captions in the Places Audio Caption dataset in Japanese and Hindi. The

representations learned from HowTo100M serve as a strong initialization for fine-tuning

on Japanese videos through our cascaded approach, which improves performance by

nearly 10x compared to training on the Japanese videos solely. Our approach could

hypothetically work for instructional videos in any language. One direction that we
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plan to explore in the future is cross-lingual retrieval in videos, for example, to retrieve

Japanese audio from English audio, potentially using video clips as an intermediate

modality.
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Figure 5-3: Video retrieval performance when varying the % of HowTo100M videos.
ZT=Zero-Shot, FT=Fine-tune.
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Chapter 6

Conclusion

6.1 Summary of Contributions

The goal of this thesis is to develop methods that learn to ground speech to visual

content in instructional videos, which contain spoken descriptions of actions and

objects and are freely available on the internet in large quantities. Since these methods

learn directly from videos without requiring annotation, they can be applied to videos

in any language, including the many low-resource languages which do not have speech

recognition capabilities. In Chapter 3, we proposed a self-supervised model, the audio-

video language network (AVLnet), that learns from the raw audio and visual channels

in unlabeled instructional videos. The model is trained through a contrastive loss to

discriminate between temporally aligned audio-video pairs and temporally mismatched

pairs. This results in an audio-video embedding space which colocates semantically

similar audio and visual inputs. We trained AVLnet on the largest available dataset

of instructional videos containing 1.2 million videos and evaluated on image retrieval

and video retrieval tasks, achieving state-of-the-art performance. We demonstrated

that the model learned semantic correspondences between speech, natural sounds,

and visual content by successfully applying it to video retrieval using spoken queries

and audio, without needing to transcribe speech in the query to text. In Chapter 4,

we proposed a tri-modal model, AVLnet-Text, that additionally learns from the text

narration which already exists in many instructional video datasets. The training
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method results in a multi-modal embedding space useful for text to video retrieval. In

Chapter 5, we explore the multilingual capabilities of the audio-video AVLnet model

and described our collection of the YouCook-Japanese dataset of Japanese cooking

videos. We proposed a cascaded approach that applies our model trained on English

videos to the videos in Japanese, improving retrieval performance by nearly 10x. This

thesis establishes benchmarks on audio to video retrieval on several datasets for future

work on self-supervised learning from videos.

6.2 Future Directions

The research in this thesis can be expanded in many directions, and we discuss a few

of them here.

6.2.1 Handling Misalignment in Instructional Videos

A key challenge of learning from instructional videos is handling misalignment between

what a speaker describes and what is on-screen, since they may describe an object before

or after showing it. Given that speech in instructional videos is not always visually

aligned, we trained AVLnet to aggregate the context over long clips from HowTo100M

(10s), which seems to resolve the misalignment problem to some extent. However,

representing 10s of audio and video as single embedding vectors is potentially discarding

the fine-grained nuances of the video clip. To learn more complex relationships between

spoken words and visual content, it would be beneficial to model the relationships

between audio and video samples more densely, perhaps with attention. However,

while this approach works well in supervised multi-modal domains [78], the contrastive

loss used in this work for self-supervised learning computes a similarity matrix of

space 𝑂(𝑁2), where 𝑁 is the batch size. Therefore, future work is required to improve

the modeling in this aspect, while managing the memory limits of current computing

machines.
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6.2.2 Object Grounding and Spatial Reasoning

Previously, Harwath et al. [28,29] demonstrated that image and spoken caption models

trained for retrieval could learn to highlight the objects related to particular spoken

words. Boggust et al. [10] applied the image model to videos and presented initial

results on object grounding using speech in videos, however, the model often missed

semantically relevant pixels or highlighted pixels unrelated to the audio. The current

AVLnet model can retrieve relevant video clips given an input audio query, but it

cannot highlight or ground specific objects related to input words or sounds. This

is primarily due to the visual CNN encoders being frozen and the loss of spatial

activations from the spatio-temporal max-pooling. Therefore, further work is required

to enable more complex object grounding abilities.

6.2.3 Improving Video Dataset Reproducibility

Our work here relies heavily on video datasets curated from YouTube (e.g., HowTo100M,

YouCook2, MSR-VTT, YouCook-Japanese). To comply with YouTube’s terms of

service, these video datasets are typically distributed via URL, and each research

group must scrape the videos independently. Over time, as YouTube and YouTubers

remove videos from the platform, the original datasets shrink, making it challenging

to reproduce, expand upon, and compare to our results. Solving this challenge will

require the entire research community to come together and propose new solutions.

6.3 Parting Discussion

In this thesis, we introduced methods to learn correspondences between video and

speech using video content naturally generated by humans instead of using manually

annotated data. This enables the possibility of learning correspondences in any

language in the world with such video content. As less than 2% of the world’s

languages have Automatic Speech Recognition (ASR) capability, this presents a

significant opportunity. Given the rapid adoption of video platforms by users globally,
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we expect that our methods could help scale the advancements in speech technologies

developed for these languages. This would enable a greater number of people to

interact more effectively with computers.
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